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Abstract

A Search for Neutral Higgs Bosons at High tan 8 in Multi—jet Events
from pp Collisions at /s = 1960 GeV

by Andrew C. Haas

Chair of Supervisory Committee:

Professor Gordon Watts
Physics

The Higgs mechanism preserves the gauge symmetries of the Standard Model while
giving masses to the W, Z bosons. Supersymmetry, which protects the Higgs boson
mass scale from quantum corrections, predicts at least 5 Higgs bosons, none of which
has been directly observed. This thesis presents a search for neutral Higgs bosons,
produced in association with bottom quarks. The production rate is greatly enhanced
at large values of the Supersymmetric parameter tan 5. High—energy pp collision data,
collected from Run II of the Fermilab Tevatron using the D@ detector, are analyzed.
In the absence of a signal, values of tan 3>80-120 are excluded at 95% Confidence
Level (C.L.), depending on the (CP-odd) neutral Higgs boson mass (studied from
100 to 150 GeV/c?).
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Chapter 1

INTRODUCTION

The world we see around us is mostly made of atoms. Experiments in the early
part of the last century, such as Rutherford’s famous scattering experiment of alpha
particles off gold foil, determined that atoms are composite structures containing a
nucleus surrounded by a cloud of electrons. Later experiments showed that nuclei are
made of even smaller particles, protons and neutrons. High energy particle beams
showed that the protons and neutrons are made of still smaller point-like particles,
quarks. At high energy accelerators, new particles were discovered which could not be
explained without new, heavier quarks. Two particles with properties similar to the
electron, but heavier, were also discovered: the muon (x) and the tau (7). Three very
light, weakly interacting particles called neutrinos have also been directly observed !.

The last century witnessed the birth of a rigorous theory, the Standard Model,
describing all the observed particles and their interactions in terms of quantum fields.

All particles seen in the laboratory are described by a field of the Standard Model 2.

However, the Standard Model requires at least one more field to explain the ex-
perimental data, which has not yet been observed directly: the Higgs boson field.
The heaviest known quark, the top quark, was also predicted for consistency rea-
sons, and was discovered at Fermilab in 1995. Symmetries of the Standard Model

fields’ interactions prevent them from directly acquiring masses. That masses are ob-

IThere is a flavor of neutrino for each of the “electron-like” particles.

2Particles seen in the laboratory can also be bound states of fundamental fields.



served for fundamental particles indicates the occurrence of Electro-Weak Symmetry
Breaking (EWSB). After EWSB, masses are given to the W and Z bosons through
the Higgs mechanism, and to other particles via Yukawa couplings. The existence of
fundamental Higgs bosons is the simplest explanation for EWSB.

A Standard Model Higgs boson field has properties that immediately hints of
physics beyond the Standard Model. One possibility is Supersymmetry, which postu-
lates a symmetry of space-time between integer and half-integer spin particles. This
solves many problems with particle theory at high energy, such as the stability of
the Higgs boson mass scale to radiative corrections and the unification of the gauge
couplings. Also, Supersymmetry is required for Superstring theory, the leading theory
for unifying gravity with the other forces.

The Higgs sector in the context of Supersymmetry is more complicated than in
the SM, since (at least) two doublets of fields are required, instead of just one. tan 3
is the ratio between the vacuum expectation values (VEV) of the two doublets. Five
Higgs bosons remain after symmetry breaking, three of which are neutral. This thesis
presents a search for the neutral Higgs bosons in the Supersymmetric Standard Model.
The data for the search was collected using the D@ detector, which records proton on
anti—proton (pp) collisions at a center—of—mass energy of 1.96 TeV from the Tevatron
particle accelerator at Fermilab National Accelerator Laboratory, outside Chicago,
IL. Theory predicts that neutral Higgs bosons will be produced in these collisions and
their decay products observable if their masses are small enough (<150 GeV/c?) and
tan (§ is large (>50). Such a discovery would validate a model which is thought to
give all known particles their mass, and point the way towards new physics which
would become important at higher energies.

Currently, the most restrictive limits on properties of Higgs bosons are from the
LEP II experiments at CERN. These experiments have excluded a CP-odd neutral
Higgs boson with mass <91 GeV.

The research completed for this thesis is the first search for neutral Higgs bosons in



the context of Supersymmetry at the Tevatron in Run II, which began in March 2001.
In addition, the work expands on previous methods. A dedicated multi—jet trigger is
optimized for signal efficiency, which adds to the overall sensitivity significantly. The
simulated Higgs boson signals are compared in detail to modern theoretical calcula-
tions. The heavy—flavor multi—jet backgrounds are compared to simulations of the
SM for the first time, and novel methods for normalizing these backgrounds to data
are applied. Lastly, limit—setting methods are used which take advantage of the full
shape of the simulated signals and backgrounds, including the natural width of the
Higgs bosons at high tan (.

Chapter 2 describes the theory of the Standard Model, and Higgs bosons (partic-
ularly in the context of Supersymmetry) in greater detail. Chapter 3 documents the
apparatus used for the experiment, the D@ detector and the Fermilab accelerators.
Chapter 4 discusses the techniques used to reconstruct the collected data and to cal-
ibrate the detector’s responses. Chapter 5 details the methods used to simulate the
signals expected from neutral Higgs bosons as observed by the detector, as well as
the simulated backgrounds which are used to understand the data that is observed.
Chapter 6 explains the trigger used to collect the events of interest to this analysis and
presents the resulting data sample. Chapter 7 describes the data analysis methods
used to search for a Higgs boson signal. Finally, Chapter 8 reports and discusses the

results obtained from this search.



Chapter 2

THEORY

2.1 The Standard Model

All of the known fundamental ! particles and their interactions (except gravity) are
described by a single theory, the Standard Model (SM). The SM is a Quantum Field
Theory (QFT), which incorporates the two great physical theories of the 20th century:
Relativity and Quantum Mechanics [1]. The theory is therefore valid at all relative
velocities, up to the speed of light, and also at small scales, much smaller than the
size of a single proton. Gravity is not included in the SM, but is instead described
by a Classical Field Theory, General Relativity. The SM does not describe reality
at extremely small (or fast) scales or at extremely high energy, where the effects of
gravity become large. However, the energy at which gravity becomes important is
predicted to be far greater than the energy probed at our current accelerators, by

many orders of magnitude 2.

2.1.1 The Three Families of Matter

A beautiful structure organizes the fundamental particles. They are grouped into

three families, each family being identical except for the masses of its members. (The

LA particle is called “fundamental” if there is no known substructure to it, i.e. it can not be
understood as being a bound state of smaller things. Practically speaking, a fundamental particle
means that its field is written in the Lagrangian. This latter definition is more in line with the
idea that the Standard Model is a low—energy “effective” field theory.

2Theories of Large Extra Dimensions (LED) bring the scale of where gravity becomes important
down to the energies we can probe with accelerators, but this is a separate topic of search for new
physics.



Table 2.1: The “matter” particles of the Standard Model, and their interactions:
strong force (S), weak force (W), and electro-magnetic force (E). (All particles interact
via gravity.) Each family contains an up-type quark, down-type quark, charged
lepton, and a neutrino.

Family 1 Family 2 Family 3 Interactions
up quark (u) charm quark (c) top quark (t) SWE
down quark (d) strange quark (s) | bottom quark (b) SWE
electron (e) muon () tau (1) W E
electron neutrino (v,) | muon neutrino (v,) | tau neutrino (v;) W

different masses are presumed to arise from interactions with the Higgs boson, as will
be described below.) Each family contains two quarks (an “up” and “down” type), a
charged lepton (like the electron), and a neutrino. All members of a family have spin
1/2, and are thus fermions, meaning they have half-integer spin and obey Fermi-
Dirac statistics. Force—carrying particles, described below, have spin 1, and are thus

bosons, meaning that they have integer spin and obey Bose—Einstein statistics.

The three families of fermions in the SM are shown in Table 2.1. The first fam-
ily contains the particles which make up nearly all the visible matter around us, i.e.
atoms. The up and down quarks form protons and neutrons, which bind to form
the nuclei of all atoms. The electrons create the clouds of charge around the nuclei.
Because they are fermions, only one electron can occupy a given quantum state at
a time, thus intricate patterns are formed which give rise to chemistry and the com-
plicated spectra of light emitted from atoms. The electron neutrino does not help
to form atoms. It is released in the decay of neutrons and participates in reactions

which are crucial for powering the Sun.

The other two families contain particles which are heavier. They are able to decay,
through interactions of the SM, into particles of the first family. The second family

contains the strange and charm quarks, the muon, and the muon neutrino. The third



family is heavier still, and contains the top and bottom quarks, the tau, and the tau
neutrino. While these particles do not naturally occur in the world around us (except

in “cosmic rays”), they are produced in collisions at the Tevatron.

2.1.2 The Three Forces

All of the forces, or interactions, between these fundamental particles (except gravity)
are described by three simple local gauge symmetries. A local gauge symmetry is
an internal symmetry with respect to some group of parameters which is preserved
at all points in space (and time) by fields of a QFT. Changing (or rotating) the
values of the parameters independently at each point leaves the results of any physical
measurements unchanged.

For instance, the Electro-Magnetic (EM) force is responsible for the attraction of
oppositely charged particles, magnetic fields, and light (EM radiation). It is carried by
the photon and results from a U(1) local gauge symmetry of the complex phase of the
fields. Demanding that no observable change results from changing this phase at each
point in space-time independently creates what we observe as Electro-Magnetism.
The requirement of the SU(2) and SU(3) local gauge symmetries creates what we
observe as the Weak and Strong forces, respectively. The Weak force is responsible
for nuclear f—decay and is transmitted by the W and Z bosons. The Strong force
is responsible for holding protons, neutrons, and other strongly—interacting particles

together and is exchanged via bosons called gluons.

2.1.3 The Higgs Mechanism

As described above, fermions are observed to have mass. In fact, the masses of the
fermions allow the three families to be distinguished from each other ®. Also, the W

and Z bosons are massive, which explains why the force carried by them is “weak”:

3The only parameters of the SM dependent on family are the couplings of the fermions to the
Higgs fields.
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Figure 2.1: Radiative corrections to the Higgs boson mass by Standard Model fields.
A Higgs boson with small mass (m) and coupling A to a heavy fermion with mass
(M) receives a large contribution to its mass, dm.

fermions must come very near to each other in order to interact via the Weak force.
The bosons transmitting the force are heavy and short—lived, thus the force is short—
ranged. The massless photon has an infinite lifetime and thus and communicates the

EM force over an infinite range.

Masses arise in the SM through the Higgs field, which is a scalar (spin—0) complex—
doublet quantum field. The Higgs field is very special, since it takes on a non—zero
Vacuum Expectation Value (VEV). In its lowest energy state (the vacuum), the Higgs
field has positive energy density . This breaks the Electro-Weak symmetry which
would exist if all fields had zero energy in the vacuum. The W and Z bosons each
absorb a component of the Higgs field as their longitudinal component, giving them
masses °. The fermions acquire masses through Yukawa interactions with the Higgs
field. Through the same interactions which give rise to the masses of the fermions and
W/Z bosons, Higgs particles (excitations of the Higgs field above its vacuum state)

can be created.



2.2 Supersymmetry

The SM is a consistent theory of fundamental particles and their interactions up to the
energies they have been studied. However, the SM is immediately seen to have some
short—comings. The Higgs field is a scalar, and thus can undergo radiative quantum
corrections, from any heavy particles of the type shown in Figure 2.1 (from [8]). In
principle, these corrections diverge to infinity, since they are quadratic in nature and
the momentum of the particle in the loop is unconstrained. Even if the momentum
is limited to some very high energy, to represent an ignorance of very high—energy
physics, the corrections are still very large. The radiative corrections would naturally
drive the Higgs mass to the scale where gravity becomes important (about 10*° GeV).
This is known as the hierarchy problem: why the VEV of the Higgs field is so low

compared to where it would naturally be driven by radiative corrections.

Supersymmetry provides a partial solution to the hierarchy problem. A new
bosonic partner to each fermion of the SM is introduced, with degrees of freedom
which precisely cancel the radiative corrections to the Higgs VEV from the fermion
fields (see Figure 2.2, from [8]). Supersymmetry requires the masses of the partners
to be the same as those for the SM particles. Since these Supersymmetric partners
have not yet been observed, Supersymmetry must be broken, such that the partners
are heavier than the SM particles. If the differences in mass between SM particles
and their partners is too large, then the hierarchy problem returns, since the partners
would be too heavy to cancel the loops from the SM particles. Thus, the hierarchy
problem has really been re-phrased, asking why Supersymmetric partners are just
slightly larger than the SM particles. Progress has been made, however, because
the re—phrased question has hope of being answered, whereas the original hierarchy

problem by definition can not be.

4The Higgs field gives no directional preference to space because it is scalar.

®Massless gauge bosons (such as the photon) have transverse components only.
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Figure 2.2: Cancelation of radiative corrections to the Higgs boson mass by Supersym-
metric degrees of freedom. For each bosonic degree of freedom in the SM, there exists
a fermionic degree of freedom from Supersymmetry, with exactly the coupling nec-
essary, A, to cancel the radiative corrections. Similarly, for each gauge boson degree
of freedom in the SM, there exists a gaugino degree of freedom from Supersymmetry,
with exactly the coupling necessary, g, to cancel those radiative corrections.

Supersymmetry has other attractive features as well. Unification of the three
gauge symmetries into a larger, single gauge group (such as SU(5)), could provide
explanations for many coincidences of high—energy theory. However, this requires
the coupling constants of the three forces to be identical at some high energy. The
coupling constants vary as a function of energy through renormalization and screening
effects. In the SM, the forces do not unify at any energy, but for the field content
of Supersymmetric extensions of the SM, they do (see Figure 2.3). In addition, the
energy at which the couplings unify is at an energy large enough to predict the rate
of proton decay to be below experimental limits. Supersymmetry is also needed
for unifying gravity with the other forces. It is the only consistent mathematical
framework ¢ which can accommodate both spin—2 particles (such as the graviton)
and spin—1 gauge bosons (such as the photon). Supersymmetry also unifies the forces

(spin—1 and spin—2 fields) with matter (fermions) and Higgs fields (scalar bosons).

6a unique Lie algebra
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Unification of the Coupling Constants
in the SM and the minimal MSSM
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Figure 2.3: Unification of the coupling constants for the three gauge symmetries as a
function of energy in the SM (left) and MSSM (right).

2.3 The Higgs Bosons in Supersymmetry

Supersymmetry is more restrictive than non-Supersymmetric extensions of the SM,
and does not allow a single” Higgs field. An even number of Higgs fields must be
present for Supersymmetric theories to be consistent ®. The simplest scenario is thus
two Higgs fields, which happens also to give the best unification of the couplings at
high energy. There are thus five Higgs bosons remaining after EWSB, 2 neutral CP—
even scalars, h and H (where H is defined to be the heavier state), a neutral CP—odd
scalar, A, and two charged states, H¥. The ratio of the vacuum expectation values of
the two Higgs fields is called tan 3.

Also, Supersymmetry imposes relations between the components of the fields,

"A “single” Higgs field should be taken to mean a complex doublet field, having 4 degrees of
freedom.

8 An even number of Higgs doublets is needed to cancel quantum anomalies, for instance. At least
two doublets are also required to give masses to both the up— and down-type quarks
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such that only two free parameters remain in the Higgs sector. The typical input
parameters chosen are my, the mass of the CP—odd Higgs boson, and tan 3. Given
these, the masses of the other Higgs bosons and all couplings to fermions can be
derived [5]. In general, the coupling of the neutral Higgs bosons to the down—type
quarks, such as the b—quark, are roughly proportional to tan 3, and thus production
cross sections are proportional to tan? 3. The Higgs bosons’ widths are relatively
small (compared to the resolution possible with modern particle detectors) up to very
high tan $(<100). The neutral Higgs bosons decay about 90% of the time to a pair

of bottom quarks, with decays to 7 leptons making up almost all of the remainder.

At leading—order (LO), the following relationships may be derived: m;, < mz|cos(2[3)],
my < ma, my > ma, and mi. = m¥, + m?%. However, large radiative corrections
from virtual top quark, stop quark (the Supersymmetric partner of the top quark),
and bottom quark (at high tan () loops extend the upper limit of my, from my (91
GeV/c?) to about 135 GeV/c?. The dependence of my, and mg on my4 is shown on
the left sides of Figures 2.7, 2.8, 2.9, and 2.10 for several values of tan 3. At high
tan $(z20), the A is always nearly degenerate in mass with either the h or the H.

The coupling of the neutral Higgs bosons to up—type quarks, down—type quarks,
leptons, and vector bosons is strongly dependent on tan (3. The coupling of the h
to the charged leptons and down-type quarks is a factor of —sina/cos3 larger than
its SM value, the coupling to the H is increased by a factor of cosa/cosf3, and the
coupling to A is directly proportional to tan 3. The parameter « is a quantity derived
from m4 and tan 3 which describes the mixing between the h and the H:

miy (M7 —mj)

2

0 ) = L oty =)

(2.1)

While tan 3 is a free parameter of the model, there is good reason to believe that it
is large. A tan (§ value of ~35 would explain naturally the ratio of the top to bottom

quark mass. Both the top and bottom quarks would have couplings very near unity
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Figure 2.4: Leading-Order Feynman diagrams showing gb—bh production (top) and
gg,qg—Dbbh production (bottom).

to their Higgs fields. But the down—type Higgs field would have a VEV lower by a
factor of tan 3, endowing the down—type quarks with proportionally smaller masses.
This solution would simplify the inclusion of up— and down-type quarks into a Grand
Unified Theory. Also, Supersymmetry can provide a candidate particle for the dark
matter in the Universe. The interactions of neutralino dark matter particles, and thus
their annihilation rates in the early Universe, are strongly dependent on tan 3. A high
value of tan  most naturally provides the best agreement with the cosmologically

observed dark matter content of the Universe [7].

2.8.1 Production

This search looks for neutral Higgs bosons produced in association with bottom
quarks. Associated production of neutral Higgs bosons with either one or two high pr
(>15GeV /c) b—quarks takes place through the LO processes gb—bh and gg,qg—bbh,
respectively, as shown by Feynman diagrams in Figure 2.4. Identical diagrams also
exist for the H and A.

Figure 2.5 shows the cross—sections for A and h/H production associated with a

bb pair with tan 3= 1.5 and 30 at a pp collider at /s = 1960 GeV, calculated with
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the Hqq program [9]. Figure 2.6 shows the same at tan f= 5 and 60. At high tan /3,
the production of either the h or the H is always nearly equal to that of the A, for all
m4. Since this analysis is unable to distinguish between the h/H and the A, we will
simply assume that production of the A doubles the total cross—section from that of
the h or H alone. At no point in parameter space is production of all three neutral

Higgs bosons enhanced compared to SM Higgs production.

2.3.2 Masses, Widths, and Branching Fractions

All widths, branchings, and masses for Higgs bosons have been calculated using the
program HDECAY [10]. The widths of the CP even and odd neutral Higgs bosons for
tan 5 of 30 are shown in Figure 2.9 (right side). They are smaller than the detector
resolution (~20 GeV) for tan 5 < 100. When the production cross—section of either
the h or H is very small, its width is also very small. Both effects are caused by
the decreased coupling of the boson to the bottom quark. The widths of the neutral
Higgs bosons are directly proportional to their coupling to the bottom quark, which
is in turn proportional to tan 3. More plots of cross section and widths can be found
below in Figures 2.7, 2.8, 2.10, and 2.11 for tan § of 1.5, 5, 60, and 120.

The branching fractions of the neutral Higgs bosons into bb, 7’s, and other channels
are shown in Figure 2.14 for tan 8 of 30. (Branching fractions are also shown in Figures
2.12,2.13, 2.15, and 2.16 for tan 3 of 1.5, 5, 60, and 120.) The neutral Higgs bosons all
decay to bb ~90% of the time at high tan 3 whenever their production in association
with bottom quarks is enhanced, because the coupling of the Higgs to the bottom
quark is enhanced. The 7 channel is also very interesting and will be pursued in a

future analysis.
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Chapter 3

EXPERIMENTAL APPARATUS

The data for this research was recorded with the D@ detector during Run II of
the Tevatron at Fermilab. Run I took place during 1992-1995. The goal of Run II,
which began in 2001, is to deliver about 100 times the number of collisions to the
experiments by 2009, and at a slightly higher energy (1.96 TeV as opposed to 1.8 TeV)
! In addition, the detectors have been significantly upgraded for Run II to enhance
their capability to observe interesting physics. At D@, the major upgrades used for
this analysis are the new triggering systems, and the addition of a central solenoidal
magnetic field containing new tracking chambers including a high-resolution vertex
detector.

This Chapter describes the basics of the operation of the Fermilab accelerators
used for Run II, pp collisions and how particles are observed in the laboratory, and

details of the pieces of the DO detector which are relevant to this analysis.

3.1 The Fermilab Accelerators

The largest Fermilab accelerator, the Tevatron, is a 1 km radius synchrotron made
out of about 1000 superconducting magnets, which are able to accelerate and hold a
980 GeV beam of protons and anti—protons (circulating in the opposite direction) and
collide them head on. The collisions occur at two beam crossing interaction regions,
one of which is at the center of the DO detector. The interaction regions have a 3D—

(1)

Gaussian shape and a width of about 30 cm along the beam axis (the “z” direction),

!The increase in center of mass energy for Run II, though modest, increases the production rates
of heavy particles, such as pairs of top quarks, by about 40%.
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and about 30 pum in the transverse directions. Bunches of protons and anti—protons
cross almost every 396 ns 2.

The Tevatron does not simply accelerate protons and anti—protons from rest. In-
stead, many stages of acceleration and storage prepare the protons and anti—protons
for injection into the Tevatron. The various components are diagrammed in Fig-
ure 3.1. Protons are first accelerated as H™ ions using a Cockcroft-Walton device
to 0.75 MeV, about 30 times the kinetic—energy of electrons inside an old—fashioned
Cathode-Ray Tube (CRT) television. A linear accelerator about 500 feet long con-
sisting of RF cavities is then used to accelerate the ions to 400 MeV, after which they
pass through a carbon foil, which strips off the electrons leaving only the protons.
These protons then enter the Booster, a circular synchrotron about 500 feet in diam-
eter, where they are grouped into bunches and accelerated to 8 GeV. Proton bunches
are injected into the Main Injector, where they are accelerated to 150 GeV. To make
anti—protons, proton bunches from the Main Injector are focused onto a nickel target,
and anti-protons are collected from the spray of particles created®. The bunch struc-
ture, remnant from the Main Injector proton bunches used to create the anti—protons,
is removed in the Debuncher. The anti—protons are also stochastically cooled, their
energies are made more uniform, in the Debuncher. The anti-protons are then trans-
ferred to the Accumulator for storage. When a sufficient number of anti—protons is
present in the Accumulator, typically about 150-200 x10'° anti-—protons, 36 bunches
of protons from the Main Injector are loaded into the Tevatron at 150 GeV. Then 4
bunches at a time of anti—protons are transferred to the Main Injector, where they
are accelerated to 150 GeV and injected into the Tevatron. When 36 bunches of anti-
protons have been injected, the Tevatron accelerates the protons and anti—protons to
980 GeV in one process. The beams are brought into focus in the collision regions,

and the beam halos (protons and anti—protons in irregular orbits far from the beam

2Some bunch crossing intervals are intentionally left empty, for beam stability and calibration.

3About 15 anti-protons are collected from every million protons on target.
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Figure 3.1: The Fermilab accelerator complex. Protons are accelerated in stages:
starting in the LINAC, then to the Booster, the Main Injector, and finally into the
Tevatron. Anti—protons are created using high—energy protons from the Main Injector
focused on a fixed target, and they are collected and stored in the Debuncher and
Accumulator. The Anti—protons are fed into the Main Injector and then the Tevatron,
to collide head—on with protons at the CDF and D@ interaction regions.



23

center) are scraped away with collimators. At this point a store is declared and the
collisions are recorded for typically about 20 hours. The beams are eventually lost
due to a malfunction or dumped intentionally because of decreased beam currents
and focus, which lead to exponentially decreasing luminosity (described below) as a

function of time.

3.2 pp Collisions and Particle Detection

Most pp interactions at Tevatron energies simply scatter the particles at low angles.
In the more interesting collisions, however, more energy is transferred between con-
stituents of the two particles, and the proton and anti-proton are broken apart. A
parton (a quark or gluon constituent) in the proton interacts directly with another
parton in the anti—proton to create a hard—scattering reaction. The fragments of the
broken proton and anti—proton continue nearly parallel to the beam-line, as small

showers of color-neutral particles.

The hard-—scattering reaction may result in intermediate resonances, such as a
Higgs boson. The particles which leave the hard—scattering region can be any of
those in the SM. However, only electrons, muons, neutrinos, photons, and a few kinds
of strongly—interacting particles (hadrons) are semi-stable and live long enough to
reach the detectors. The different semi-stable particles are measured in various ways,
as described below.

Electrons and muons are charged, and leave energy in the tracking detectors. An
externally applied solenoidal magnetic field bends the paths of the charged particles,
allowing the particles’ charge and momentum to be measured. Electrons and photons
produce showers in the calorimeter, where their energy is measured. Hadrons pro-
duce showers deeper in the calorimeter, and their energy is measured. Muons escape
through the calorimeter to the muon chambers where their momentum is measured

using another (toroidal) magnetic field. Neutrinos escape the detector completely
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and can only be partially reconstructed, through conservation of total (transverse)
momentum.

Quarks (except top) and gluons which leave the hard-scattering region, do not
live very long before they undergo hadronization, due to confinement, which is a non—
perturbative aspect of the Strong force that does not allow color-charged particles
to be isolated. The lower—energy state is for new particles to be created from the
vacuum and be combined with the colored particles to create color—neutral bound
states. This process creates a jet of particles, each traveling in the general direction
of the initial quark or gluon. These jets are detected as broad showers of charged

particles and energy deposited in the calorimeter.

3.3 Units and Coordinates

3.3.1 Luminosity

Modern particle experiments are often searching for rare processes, such as the pro-
duction of Higgs bosons. The total number of times a given process occurs, N, is
directly proportional to both the cross—section for the event type, o, and the inte-
grated luminosity, £ 4.

N =fo (3.1)

The cross—section is fixed for a given center—of—mass energy and particle beam type,
parameters which are set by the accelerator design. The goal of the accelerator is
thus to maximize the integrated luminosity delivered to the experiments. Particles
that are typically collided have very small effective interacting areas, so the unit used
for luminosity is also very small, the barn, which is 1072 cm?. Typical cross-sections
for very interesting physical processes are usually of the order of pico-barns (pb), or

10736 cm?. Thus integrated luminosity is often measured in inverse pico-barns, pb~1.

4The integrated luminosity is the integral with respect to time of the instantaneous luminosity,
L. £=/[L
t
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3.3.2  Geometry

Standard spherical coordinates are used: r, ¢ (azimuthal), and 6. The system is
centered at the interaction region, at the center of the detector. The z direction
(r = 0) is defined as the beam-line. Instead of 0, the pseudo—rapidity, n, is often
used, defined as:

0
n = — In(tan 5) (3.2)
Pseudo-rapidity is the massless limit of rapidity, y:

1 E+p,
=-1 .
y QD(E—])Z) (3.3)

which is invariant under boosts in the z direction. The number of particles which
result from high—energy particle collisions is roughly constant as a function of 7 (as-

suming identical beam energies and particle types). Solid angles are often measured

AR = \/A¢? + Anp? (3.4)

which is approximately invariant under boosts in the z direction.

in terms of AR:

3.4 The DO Detector

The DO detector measures the properties of particles resulting from a high—energy
pp collision at its center. A diagram of the D@ detector is shown in Figure 3.2. Mul-
tiple layers, of different detector types, measure various properties of the particles.
At the center are the tracking chambers, which measure precisely the paths taken by
the charged particles. The calorimeter surrounds the tracking chambers and records
the energies of Electro-Magnetic and hadronic particles. Lastly, the muon chambers
measure the momentum of charged particles which have escaped the calorimeter and

passed through the thick iron toroid magnets. The transverse energy and direction of
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Figure 3.2: The DO detector, upgraded for Run II. In this side view, proton bunches
from the left collide with anti—proton bunches from the right in the center of the
detector. The tracking chambers in the center surround the interaction region. The
central and end—cap calorimeters are seen outside the tracking chambers. Outermost
is the muon system which contains the thick iron toroid magnets.

neutrinos that were produced is reconstructed by demanding total transverse momen-
tum conservation for each event®. Since collisions take place at rates far in excess of
what can be recorded, an intricate, multi-layered, event trigger is employed to select

only the most interesting events for complete reconstruction and analysis.

5The incoming protons and anti-protons have negligible momentum transverse to the beam, but
the initial longitudinal momentum of the colliding partons varies greatly in each event.
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3.4.1 Inner Detectors

The inner detectors are surrounded by a 2T superconducting solenoid magnet, which
bends the paths of charged particles with a curvature inversely proportional to their
momenta. Observing the curvature of a particle’s path allows for a precise measure-
ment of its momentum, as well as the sign of the particle’s charge. A detailed diagram

of the various components of the inner detectors is shown in Figure 3.3.

Luminosity System

The luminosity system is responsible for measuring the instantaneous luminosity being
delivered to the experiment. The rate of inclusive inelastic pp scattering is measured
by detecting charged particles from the interaction region. Since most inelastic pp in-
teractions transfer a small amount of momentum between the proton and anti—proton,
the particles resulting from the collision tend to be at large |n| . Two sets of plastic
scintillator detectors are mounted on the inside face of the end—cap calorimeters (la-
beled “Level 07 on Figure 3.3). They are wedge—shaped and arranged symmetrically
in ¢ around the beam pipe, from an || of 2.7 to 4.4. The time resolution of the
scintillator detectors is < 0.2 ns, needed to discriminate between particles originating

from the interaction region from those in either of the beam halos remaining.

The Silicon Micro-strip Tracker

The detector nearest to the interaction region is the Silicon Micro-strip Tracker
(SMT), which provides high resolution position measurements of the charged par-
ticle paths. These are used for determining whether any tracks came from secondary
vertices, which are a good indication of the presence of bottom quarks, as will be

discussed in Chapter 4.

6This is to be contrasted to high-energy pp collisions, which scatter outgoing particles more
uniformly in 7.
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A silicon detector makes use of the electron—hole pairs produced at a p—n junction
in silicon when a charged particle passes through. These pairs are separated by
an applied voltage and drift through the 300 um thick wafers towards 50 pm wide
conducting strips implanted in the silicon 7. The charge collected from each strip is
stored in a capacitor, until it is read—out and digitized by specialized electronics. Too
much data is contained in the silicon strip capacitors to be digitized and read out on
every event. Instead, an array of 32 capacitors per strip holds the analog charge until
a Level 1 trigger accept (described in the Trigger System Section below) occurs. The
charge for that event in the capacitor for each strip is then digitized, zero—suppressed

8 and transferred out of the detector.

The SMT detector geometry is shown in Figure 3.4. Six “barrels” surrounding the
beam pipe make up the heart of the detector. Each barrel is 12 cm long and composed
of 4 layers of silicon wafers and read—out chips, which are slightly overlapped, to
prevent gaps in ¢ acceptance. Thus, a central (|n|<1.1) particle traverses at least 4
silicon detectors, with up to 8 possible. Due to inefficiencies, the typical number of

reconstructed measurements is between 3 and 4 per central track.

Between the barrels (except the two most central) are placed “disks”, perpendic-
ular to the beam pipe, which runs through their centers. There are also 4 disks on
each side of the 6 barrels. The disks are composed of 12 “F-wedges” each, which are
silicon detectors that extend from a radius of 2.6-10.5 cm. There are also two larger
“H-disks” placed at each end of the detector. They are made of 16 “H—wedges” each,
extending from a radius of 9.5-26 cm. Together, these disks greatly extend the |7

coverage of the silicon detector, out to about 3.0.

"The electrons and holes do not move directly towards the strips along the electric field lines, due
to the presence of the 2T solenoidal magnetic field. The drift angles are corrected for during the
SMT cluster reconstruction, discussed in Chapter 4.

8Zero—suppression is a simple data compression algorithm which only transmits the data from
strips which are above threshold.
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Figure 3.4: The Silicon Micro-strip Detector (SMT). Six barrels cover the central
region. F—disks provide measurements for more forward tracks. H—disks extend the
|n| coverage out to about 3.0.



31

The Central Fiber Detector

Surrounding the silicon detector and extending out to the solenoid magnet, is the
Central Fiber Tracker (CFT), a detector which aids the SMT in reconstruction of
charged particle tracks. The CFT can detect charged particles up to |n| of about 2.
It makes use of 71,680 scintillating fibers, which contain a dye of molecules that are
excited by high-energy charged particles. The molecules release photons in the visible
part of the electromagnetic spectrum as they relax to their ground states, which are

then detected.

Each scintillating fiber is 835 pm in diameter, composed of a 775 pum scintillating
core surrounded by a coating with a high index of refraction, providing total internal
reflection. The fibers are between 1.66-2.52 m long, and connect to clear wave-
guides at one end, which carry the photons approximately 8-11 m to where they are
detected. The other end of each fiber is coated with a surface which reflects photons

back through the fiber into the clear wave—guide.

Each ionizing particle produces an average of about 10 photons in each fiber,
which are detected using a Visible Light Photon Counter (VLPC) that converts the
photons into an electrical pulse. The VLPC is a solid—state silicon device, 1 mm in
diameter, operated at liquid Helium temperature to reduce electronic noise. Photons
are converted into electron—hole pairs, and the holes create cascades of electrons
due to the 6 V bias voltage applied. The electron cascade is detected as a current
through the VLPC. A gain of over 50,000 is achieved and a quantum efficiency of
about 80% per photon. The electrons from photon conversions are collected within <
100 ns, before the next bunch crossing takes place. 1024 VLPC’s are combined into
“cassettes” which carefully regulate the temperature of the devices and contain the

read—out electronics.

The CFT is constructed of 8 super—layers. Each super-layer is composed of two

doublet-layers, an axial doublet—layer of fibers and a stereo doublet—layer which is at



32

a 3 degree angle relative to the beam axis. (The stereo doublet-layers alternate in
the sign of the stereo angle.) A doublet-layer is composed of parallel, adjacent fibers
bound into ribbons of 128 fibers each. A second layer is placed on top of the first, offset
by half a fiber diameter, such that each fiber in the second ribbon maximally fills the
space between the two fibers in the first ribbon. The efficiency of each doublet-layer
is about 99% per particle, including dead channels. The digitization and read—out of

the CFT is performed nearly identically to that of the SMT.

3.4.2  Calorimetry

The calorimeter is outside the solenoid magnet (and thus is in a region of low magnetic
field). It measures the energy of photons, electrons, and hadronic jets of particles, by
inducing them to create showers of energy using a large amount of dense material.
The energy in the showers is sampled at many points, to determine its shape and
energy. The central calorimeter extends out to |n| of 1.1, and the forward calorimeters
extend to |n| of about 4.0. The regions between the central and forward calorimeters,
called the Inter-Cryostat Region (ICR), is covered by special detectors, such that the
coverage is nearly hermetic.

The showers are induced by layers of depleted Uranium °. Between the Uranium
layers are 2.3 mm wide cells, which measure the ionization created by the showering
particles in liquid Argon. A copper read—out pad in each cell is held at high voltage
to create an anode which collects the ionization. The pad is insulated by a thick G10
coating, and an additional resistive coating. Thus the ionization creates a (reverse)
image charge which builds up on the read—out pad.

The charge on each pad is sampled in analog form and fed into shaper and Base-

Line Subtracter (BLS) boards which isolate the signal from the current beam—crossing

9Uranium is an ideal material because it is very nearly compensating, creating the same ionization

per unit length from an incoming electron or pion (the most common hadronic particle in showers).
Thus the ionization detected in a high—energy particle shower will be nearly the same, no matter
how much of the shower energy goes into EM particles as opposed to hadronic particles.
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from the ionization remaining from previous beam crossings. (The ionization takes a
few ps to be completely absorbed, given the 430 ns drift time in Argon, as compared
to 396 ns between beam crossings.)

A side view of the calorimeter geometry is shown in Figure 3.5. Radially, the
calorimeters are composed of the electromagnetic layers (closest to the beam-pipe),
the fine-hadronic layers, and the coarse-hadronic layer (outer-most). The electromagnetic—
layers contain the electromagnetic showers, since their 65.6 mm total thickness of
Uranium is over 20 electromagnetic interaction lengths. The 4 EM layers of cells are
nx ¢ = 0.1 x 0.1 in size, except for the 3rd layer (from the beam-pipe), which has
double the granularity (n x ¢ = 0.05 x 0.05) in the central region, to measure the
shower shape better at its average shower maximum. The fine-hadronic calorimeter
has 3 layers of cells in the central region and 4 in the forward. The cell size in this
region is also n x ¢ = 0.1 x 0.1. The coarse-hadronic layer is the outer-most, and
has half of the usual granularity (n x ¢ = 0.2 x 0.2). Together, the two hadronic
calorimeters make up about 6.4 hadronic interaction lengths, thus containing nearly
all of the hadronically showering particles.

The cells are arranged in a projective geometry in 7, making it simple to measure
the energy in a given 7 x ¢ region. All cells in each 1 x ¢ = 0.2 x 0.2 region are
collectively called a tower. The total Er in each tower is used for the calorimeter

trigger (discussed below) as well as jet reconstruction.

3.4.8  Muon System

High—energy muons (with prz3 GeV/c) are measured in the muon system, which is
the outermost layer of the detector (see Figure 3.6). A 2000 ton, 1.9 Tesla Iron toroid
magnet bends the paths of the muons, and absorbs nearly all other particles. By
measuring the muon path at three points, one before the toroid and two past it, the
momentum of the muon can be ascertained with reasonable accuracy. The precise

momentum of the muon is measured by matching the path of the muon to a high pr
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Figure 3.5: A side view of the calorimeters. The central calorimeter extends to |7

of about 1.1, and the end—cap calorimeters cover |n| up to about 4.0. The regions

between the calorimeters, the Inter-Cryostat Region (ICR), are covered by special
detectors, such that the coverage is nearly hermetic. Cells are arranged in a projective

geometry of size n x ¢ = 0.1 x 0.1.
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track reconstructed in the inner tracking chamber. A muon also leaves about 3 GeV
of energy in the calorimeter, distributed evenly along its path, which can also be used

for muon identification.

The measurements in the muon system are made using drift—chambers, which
extend out to |n| of 2.0. The drift-chambers collect the ionization left by the muons
in the organic — gaseous argon mixture onto gold wires held at high voltage. Position
measurements are made by measuring arrival times of the ionization pulses, both
relative to the beam crossing time, and at each end of the wire, allowing for a rough
3 dimensional position measurement. Additionally, scintillating plastic detectors on
the outside of the muon detectors and on the inside of the first muon layers provide
more spatial measurements of the muon path, and also gives very precise (<10 ns
resolution) measurements of the arrival time of the particles, thus providing for good

cosmic ray rejection.

3.4.4 Trigger Systems

As described above, bunches of protons cross with bunches of anti—protons nearly
every 396 ns, or at a rate of about 2.5 MHz. However, only about 50 Hz can be
recorded and analyzed, due to constraints of data storage and processing time required
for reconstruction and analysis. Thus, only one out of each 50,000 bunch crossings
can be saved and analyzed in detail. The job of the three-level trigger system is to
select events of interest (such as those containing a Higgs boson), and to reject those
containing more mundane interactions (such as low—energy inelastic pp scattering
or di-jet production). Each event must pass each successive level of trigger, to be
considered by the next level. Each later trigger level sees a smaller rate of events and
has more time to process each event. Each level also has more information available

than the previous one to use for making its decisions.
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Figure 3.6: The muon system of the D detector, upgraded for Run II.
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Level 1 and Level 2 Trigger Systems

The detector is able to trigger on calorimeter tower energies, high pr tracks, missing
Er in the calorimeter, electrons, and muons at Level 1 (L1). This analysis only uses
the calorimeter tower information in the first two levels of trigger decisions. Details
of the trigger’s calibration can be found in Appendix A. Efficiency determinations for
simulated Higgs signals and backgrounds are discussed in Chapter 6.

A special, independent high-speed data path is used for triggering on energy
in the calorimeter. A sum is made of the energy all the cells of in each n x ¢ =

10 The tower energy sums are converted in analog to

0.2 x 0.2 calorimeter tower
transverse energy, using specially designed resistor boards. These E7; sums are then
8-bit digitized and sent to electronics which compare the leading four E7 towers to
programmed thresholds. If enough towers are above threshold, the L1 calorimeter
trigger passes.

The rate of events passing this first calorimeter trigger level is further reduced by
the Level 2 (L2) calorimeter trigger. The Er measurements from all the calorimeter
towers are used to perform a simplistic jet reconstruction. Starting with seed towers
of Er> 2.0 GeV, the Er in 5x5 tower grids centered on the seed tower are calculated.
Those which do not overlap and pass minimum E7r cuts (>5.0 GeV), are sent to the
global Level 2 trigger processor. The global processor passes events based on whether

the number of jets with Ep above given thresholds is sufficient. Events can also pass

if the total Er of jets is above a given threshold.

Level 8 Data Acquisition and Triggers

The rate of events passing all L2 trigger conditions, for all of the experiment’s physics
studies, is about 1 kHz. A factor of 20 rejection is needed at Level 3 (L3) to reduce

the final event rate to 50 Hz. After a L2 trigger accept, the full data for the event

10The energy is also summed for the electromagnetic layers only, used for triggering on electrons.
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is read out from each detector subsystem, and combined into a single computer for
L3 trigger processing, a step called data acquisition (DAQ). If the event passes the
L3 trigger, this data is recorded to tape. Details of the DAQ system can be found in
Appendix B.

This analysis uses jets reconstructed at L3 to select events of interest. The jets are
Run II legacy cone jets, very similar to those formed by the offline jet reconstruction
algorithm (described in Chapter 4). Due to time constraints, which require each event
to be processed in <100 ms, sacrifices are made in the complexity of the algorithms
employed. The main deficiencies relative to the offline jet reconstruction algorithm
are the lack of corrections for non—linear energy responses of calorimeter cell energies,
the lack of suppression of noisier cells suffering from temporary read—out problems,
and the lack of splitting or merging of jets from different seeds. Also, for the first
version of the L3 trigger algorithm used, the jets’ E7 was not corrected for the Z
position of the primary interaction vertex. The loss of efficiency due to these effects

is studied in Chapter 6.
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Chapter 4

RECONSTRUCTION AND CALIBRATION

The detector data are reconstructed with sophisticated algorithms and carefully
calibrated, to obtain accurate information about each event. This Chapter describes
the steps which result in the high—level objects used to search for a neutral Higgs
boson signal. The pp luminosity being delivered to the experiment is reconstructed
from measurements made with the luminosity system. Measurements from the inner
tracking detectors are clustered into hits, which indicate possible locations through
which charged particles have passed. Pattern recognition is performed on the hits to
reconstruct charged particle tracks. Tracks are used to find the pp interaction points
(primary wvertices), and to select the hard-scatter interaction point from any other
inelastic pp collisions. Energy detected in the calorimeter is clustered into jets, which
reflect the energy in quarks or gluons from the hard—scattering. The energy of each
jet is calibrated, using the jet energy scale. Tracks associated with these jets are used
by the b-tagging algorithm to search for evidence of bottom—quarks in the jets, as

would often be present from the decay of neutral Higgs bosons.

Studies of the finding efficiency and quality of these objects are also presented.
The energy resolution of the calibrated jets is crucial for identifying a Higgs boson
resonance. Careful measurements are presented of the jet energy resolution in data
and simulations. The performance of the bottom—quark jet (b—jet) identification (b—
tagging) is also central to the neutral Higgs boson search. The b-tagging algorithm’s

characteristics are examined in detail.
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4.1 Luminosity

During each beam crossing, the luminosity scintillators detect coincident particles
originating from the interaction region, if an inelastic pp scattering event has occurred.
The excellent timing resolution of the scintillators (0.2 ns) allows the collision point
along the beam axis to be determined to about 6 cm. Excellent rejection from beam
halo particles is achieved by requiring a reconstructed interaction point within the

expected interaction region.

The instantaneous luminosity (for each combination of a proton and anti-proton
bunch) is measured by counting the fraction of crossings with no pp coincidences
detected. The probability of observing at least one inelastic collision, P(n>0), is
given by:

P(n>0)=1—¢* (4.1)

1 is the average number of inelastic collisions per beam crossing:

p=Loesy/r (4.2)

£ is the instantaneous luminosity, o.ss is the effective inelastic pp cross—section (cor-
rected for acceptance and efficiency), and r is the rate at which this bunch crossing

occurs. Thus, the instantaneous luminosity is reconstructed to be:

£ =—(r/oess) In(1 — P(n>0)) (4.3)

The crossing rate, r, is very well measured, and equal to 7.58 MHz. The effective
inelastic cross—section is the dominant source of uncertainty. It’s value is approxi-
mately 43 mb, as measured at experiments at CERN and CDF during Run I. The

value is also corrected for detector efficiency (about 91%) and acceptance (about

97%).
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Each minute, approximately, a luminosity block is written to a database, recording
the average luminosity for each bunch over the time period, as well as whether the

data acquisition and detector hardware was performing properly.

4.2 'Tracking

4.2.1 SMT Cluster and Hit Reconstruction

The signals from a group of adjacent silicon strips above threshold are combined into a
silicon cluster. The center of the cluster is defined to be the charge—weighted average

of the strip positions in the cluster, 7:

where n; is the position of the center of the i strip in the cluster and ¢; is its total
collected charge.

The electrons and holes do not move directly towards the silicon strips, along the
direction of the applied electric field, due to the presence of the 2T solenoidal magnetic
field. Instead, they drift at an angle, the Lorentz angle, dependent on the strength of
the magnetic field and the electron or hole Hall-mobility, the drift velocity in silicon.
The Lorentz angle has been measured in test-beam data and in situ, by observing
the likelihood of reconstructing single—strip clusters as a function of the track angle
through the silicon wafer. The frequency of single—strip clusters is highest when the
track angle is equal to the Lorentz angle, since all of the electrons and holes produced
by the track drift along the same line. The Lorentz angle was measured to be about 4
degrees for the holes and 18 degrees for electrons, in good agreement with theoretical
calculations and simulations *. The center of each silicon cluster is corrected for the

average Lorentz angle.

!The holes are larger and have smaller Hall-mobility than the electrons.
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The p—side and n—side of the silicon detectors have strips at relatives angles of 2
or 90 degrees, depending on their location in the SMT. Particles create clusters on
both sides of the wafers, which can be combined, to determine the location along
the strips where the particle has passed through. By using this “stereo” information,
silicon hits are formed, representing a measurement of a point in space through which
a particle is believed to have passed. The position of the hit can be reconstructed to
as well as < 10 ym in the axial direction and < 35 pym in Z. The position in the third

dimension is known to as well as 5 ym from alignment of the silicon wafers (described

below).

4.2.2  CFT Hit Reconstruction

The adjacent CF'T fibers above threshold in each doublet-layer are also grouped into
CFT clusters. Most clusters are either singlet—clusters, containing just one fiber,
or doublet—clusters, containing one fiber from each sub-layer of the doublet-layer.
Clusters with larger numbers of fibers are also possible.

In each of the 8 CF'T super-layers, consisting of two doublet-layers at a 3 degree
relative angle, the overlapping CFT clusters are combined into C'F'T hits. The hits
are measurements of points in space through which a particle may have passed. By
using the geometry of the doublet—layers, hit resolutions are < 100 pm in the axial
direction and about 2 ¢cm in Z. The radial position of the hits are constrained by the

positions of the axial fibers as measured through alignment (described below).

4.2.3  Track Pattern—Recognition

Pattern recognition is performed on the reconstructed hits, to determine a set of
charged particle paths originating from near the interaction region 2. The trajectories

of charged particles in a perfectly solenoidal magnetic field are 3—dimensional helices.

2The track reconstruction software can be run in a special mode to find tracks from cosmic rays.
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Small radial components of the magnetic field (from fringe effects near the ends of
the solenoid) and scattering and energy loss through ionization of detector material

3. An event with

slightly alter the charged particle paths, but in predictable ways
reconstructed tracks is shown in Figure 4.1. Since the view in the figure is parallel to
the magnetic field lines, the paths of the tracks are seen as nearly circular arcs.

Two algorithms are used to perform pattern recognition: the Road Approach
(GTR) and Histogramming Track Finding (HTF) 4. Each algorithm creates a list of
candidate tracks from the full set of reconstructed hits. If a hit is shared between a
candidate track from each algorithm, it is assigned to the longer candidate track (the
track with more hits assigned to it) and removed from the other candidate track. If
the tracks have the same number of hits, the candidate track with a lower 2 fit of
its path to its hits is chosen to keep the hit (and the hit is removed from the higher
x? candidate track). Once no remaining hits are shared, the candidate tracks with
too few hits or fits too poor to their hits are removed. The final candidate tracks are
then re-fit to their hits, using the Kalman smoothing technique, and the final track
parameters and parameter errors are calculated.

GTR starts with track “stubs”, curved paths through two hits which are consistent
with coming from the interaction region. The two hits used to form each stub are
usually required to be on the outer two layers of the CFT or the outer two layers
of the SMT, but many special geometries are also allowed, to cover the overlapping
regions between the CF'T and the SMT disks, for instance. Each stub is propagated
to additional tracking detector elements. Hits are added and the track is re-fit using
a Kalman fitter if they are found within a search window. When more than one hit is
found on a detector element within the search window of the track candidate, a new

candidate is created for each possible new hit. If the x?/NDF of the track, a measure

3The magnetic field is surveyed using Hall probes. The location of the detector material and its
density is very well mapped.

4A new algorithm, the Alternative Algorithm (AA), is used in later versions of the reconstruction
software (versions pl4 and above). It was not used to reconstruct the data for this analysis.
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Figure 4.1: An axial view (looking down the beam-pipe) of an event recorded with the
D@ inner trackers, showing the reconstructed hits and tracks. CFT hits are square
and form the 8 layers on the outside. Silicon hits are drawn as small circles, and are
innermost. Hits are colored solid if they are associated with a reconstructed track.
The tracks are shown as solid lines, and are curved by the solenoidal magnetic field
pointing out of the page.
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of how consistent the hit positions are with the track parameters (taking all hit and
track errors into account) grows above a threshold, the track candidate is discarded.
Also, if more than one detector element is crossed without finding a reconstructed hit
in the search window, the candidate is discarded.

HTF begins by forming track templates using the Hough transform technique.
The Hough transform maps all hits on a circular arc passing through the interaction
region to a single point, as shown in Figure 4.2. By looking for peaks in the histogram
of Hough transformed hit data, the parameters for all circular arcs passing through
the interaction region and four or more hits are found. Additional hits are added to
these track templates using Kalman fitting techniques similar to those used in the
GTR algorithm. Tracks with too many misses or too poor an overall fit are also

discarded as new hits are searched for along the template tracks’ trajectories.

4.2.4  Alignment

To match and combine the measurements of a single particle from the multitude
of individual detector elements, the positions of the detectors must be known with
the greatest possible accuracy. A high—precision measurement of where a particle
has passed through a detector is useless unless the position of the detector itself
is known to a high degree of accuracy. Care is taken during detector assembly and
commissioning to place detector elements as near to their design positions as possible.
They are then optically surveyed to determine their positions even more accurately.
Each particle may traverse many detector elements, and follows a nearly smooth curve

5. Thus, measurements from a single particle’s curve can be used to

through space
constrain the positions of the detector elements. Using many particles, either from

cosmic rays, or pp collisions, detector elements can be aligned, in situ. The process

5The particle’s path is most greatly influenced by magnetic fields, which are well known and
surveyed using Hall probes. The path is also deflected through scattering in material, whose
density and position is also well measured through surveying.
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Figure 4.2: The Hough transform, used by the HTF track reconstruction algorithm,
applied to a toy simulation of a single 1.5 GeV track coming from the center of
the detector. The upper left plot shows the family of trajectories (circular arcs)
through a given hit. The upper right plot shows the line in Hough transformed space
corresponding to the locus of points which corresponds to each trajectory though
the given hit. The lower left plot shows the family of lines corresponding to each of
the five hits on the single 1.5 GeV simulated track. The lower right plot shows the
histogram of the 5 Hough transformed hits. The peak in the histogram corresponds
to the parameters (curvature and angle) of the original 1.5 GeV simulated track.
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is iterative, first aligning larger detector pieces as rigid bodies, then aligning smaller
detector elements of those detector pieces. For instance, first the SMT detector as a
whole is aligned with the rest of the D@ detector, then the barrels are aligned relative

to each other, then individual silicon wafers.

4.3 Primary Vertexing

Reconstructed tracks are used to find the locations of the primary vertices, points
where pp inelastic collisions have occurred in the interaction region. First, all tracks
in the event are fit to a common vertex (point in 3-dimensional space). If the xy*/NDF
of the vertex is >10, the track with highest contribution to the x? of the vertex is
removed from the vertex fit. This process is continued until either the vertex fit has
a x?/NDF<10 or less than two tracks remain in the vertex fit. Vertex finding is
repeated from the beginning, using all tracks not already associated with a primary

vertex, until no more primary vertices are found.

For the range of instantaneous luminosities at which the data for this analysis was
recorded (1 — —4 x 103 em™2s71), about 0.5 inelastic pp collisions are expected in
each event on average, in addition to the primary hard—scattering interaction. If more
than one primary vertex is reconstructed in an event, the hard—scattering interaction
is selected from amongst them. The tracks from an average inelastic pp collision,
a minimum bias interaction, have smaller pr on average than tracks from the hard—
scattering interaction, as seen in Figure 4.3. Using minimum bias triggered data (only
requiring a luminosity system scintillator coincidence), a probability is calculated
for each track to be from a minimum bias interaction, based on its logio(pr). The
minimum bias probabilities for each track are combined into a probability for each of
the primary vertices to be from a minimum bias interaction. The primary vertex with
the lowest probability to be minimum bias is selected as the hard—scattering primary

vertex. This vertex is used to determine each calorimeter tower’s Er from its energy,
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Figure 4.3: A comparison of the pr of reconstructed tracks (in GeV/c) from simulated
minimum bias interactions and hard—scattering events.

and is used for b-tagging (discussed below).

4.4 Jets

This search relies on the accurate reconstruction of jets to efficiently identify and
study multi—jet final states. The methods used for reconstructing, identifying, and
calibrating the jets are described in this Section. Jets are first reconstructed from
the measurements made with the calorimeter. Then they are required to pass quality
cuts, which reduces the fractions of fake jets (from calorimeter noise) and EM ob-
jects (photons and electrons). Jet energies are calibrated by correcting for detector
and physical effects using the jet energy scale factors. The performance of the jet

reconstruction, identification, and calibration is also studied.
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Figure 4.4: A recorded event from the D@ detector, showing the transverse en-
ergy measured in each calorimeter tower. Energy deposited in the EM layers of
the calorimeter is shown in red. Energy in the hadronic layers is drawn on top of that
in the EM and is shown in blue. Three jets have been reconstructed in the event and
are circled in green. The missing Er is shown in yellow, and is expected to be large
since the energies of the jets have not yet been calibrated.
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4.4.1 Jet Reconstruction

The Run IT “improved legacy cone” algorithm [24] is used to reconstruct jets, both in
data and in Monte Carlo. Figure 4.4 shows an event recorded from the D calorimeter
with three reconstructed jets. Each tower’s Er is calculated from its total energy
using ¢, the polar angle between the beam axis and the tower center, as seen from
the selected hard-scatter primary vertex ®. “Seeds” are formed from all calorimeter
towers with E7r>0.5 GeV, and total Er>1.0 GeV within a cone of radius AR <0.3.
The energy in a cone of radius of AR <0.5 around each seed is then calculated, and
the Ep-weighted center of the cone is found 7. This new center is then used as the
cone axis, the energy in the cone of AR <0.5 is calculated again, and another new
center is found. This procedure is iterated until a stable cone axis is found. Each
stable cone found is defined as a proto—jet. In addition, the midpoints (in n — —¢
space) between all pairs of proto—jets are used as seeds and iterated until a stable
cone axis is found. Using the proto—jet midpoints as additional seeds makes the final

reconstructed jets less sensitive to the initial seed positions ®

. Duplicate proto—jets
(those with the same axes) are removed, as well as those with total Epr<8 GeV.
Then proto—jets are compared for overlapping regions. If the Ep contained in the
overlapping region between two jets is greater than half of the Ep of either jet, the
two jets are merged, and the jet energy and axis are recomputed. Otherwise, the jets

are split, the towers are added to the nearest cone center only, and the energies and

axes of each jet are recomputed.

SEr = E-sin¢
"Other cone radii can be used, from 0.3 — 1.0. This analysis uses a cone of radius 0.5.

8For instance, consider a parton shower that leaves most of its energy separated by a distance
0.5<AR<1.0. If no midpoint seed is used between the two high—Er towers, the parton shower will
most likely be reconstructed as two jets. It will be reconstructed as a single jet if enough soft-gluon-
radiation (from NNLO) or calorimeter noise is present between the two high—-Er towers. Both
of these effects are very hard to model accurately. However, using the midpoint as an additional
seed always allows such a shower to be reconstructed as single jet. [25] [26]



ol

4.4.2  Jet Selection Criteria

A set of quality cuts are applied to each reconstructed jet. These help to reduce

fake jets from calorimeter noise . EM objects such as photons and electrons are
also removed. The following jet quality cuts are applied to each jet in the data and

simulated samples:

e 0.05 <EM Fraction <0.95

The EM fraction (EMF) is the fraction of transverse energy in the EM layers
(1-7) of the calorimeter. Jets tend to deposit their energy uniformly in the
EM and hadronic calorimeters, leading to an EMF of about 0.5 on average.
Electrons and photons very rarely reach the hadronic layers of the calorimeter,

and thus create showers with EMF >0.95.

e Coarse Hadronic Fraction (CHF) <0.4

CHF is the fraction of transverse energy in the coarse hadronic layer of the
calorimeter. Very few jets have a high CHF in the simulation. The coarse

hadronic layer is known to be prone to noise.

e Hot Fraction <10
The hot fraction is the ratio of transverse energy in the most energetic cell to
that measured in the next most energetic cell.

e n90 >1

n90 is the smallest number of cells required to contain 90% of the jet energy.
If greater than 90% of the jet’s energy is contained in a single tower, the jet is

almost certainly reconstructed from a single hot calorimeter tower or cell.

9The taggability requirements, described below, further eliminate the fake jets.
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e f90 >0.8 - 0.5 - CHF

f90 is defined as n190/n;iem, where ngen, is the total number of calorimeter towers
in the jet. This cut removes fake jets due to noise in the coarse hadronic layer
of calorimeter, as discussed below in the Jet Selection Performance Section, and

shown in Figure 4.9.

Jets are also required to have |n|<2.5 and E7>15 GeV in order to be able to apply
the jet energy scale (as described below). This is also the fiducial range for b-tagging.

4.4.3 Jet Reconstruction and Selection Performance

Jet finding and selection efficiencies are determined in Monte Carlo events and in
data. A scale factor is derived between the data and MC efficiencies, as a function
of jet Ep. The properties of jets are well modeled in the simulation, particularly
above Er of 15 GeV. The jet Er spectrum for all reconstructed jets passing the jet
quality cuts in data events, requiring only one jet with E7r>95 GeV, is compared to
the spectrum in simulated events '* in Figure 4.5. The jet E7 spectrum for jets failing
the jet quality cuts in the same data and simulation samples is shown in Figure 4.6.
The jet Er spectra are very well modeled, for jets of Er>15 GeV. At lower Er (<15
GeV), there is significant loss of efficiency and many more jets failing the jet quality
cuts in the data as compared to simulations. Overall efficiency for jet reconstruction
and selection in the simulation rises from about 80% at a jet Er of 15 GeV, the
minimum considered in this analysis, to 95% at 25 GeV, and is nearly fully efficient

by 40 GeV, as shown in Figure 4.7.

10The simulation uses the Pythia generator, with a pr cut of 80 GeV, with events then run through
the full detector simulation and reconstruction. A description of simulation methods is given in
Chapter 5.
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Figure 4.5: The Er spectrum of all reconstructed jets passing the jet quality jets in
data (points) triggered by requiring one jet with £7>95 GeV, compared to simulation
(solid histogram). (The simulation is Pythia events with a hard-scatter py cut of 80
GeV run through the full detector simulation and reconstruction).
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Figure 4.6: The Er spectrum of all reconstructed jets failing the jet quality jets in
data (points) triggered by requiring one jet with E7>95 GeV, compared to simulation
(solid histogram). (The simulation is Pythia events with a hard—scatter py cut of 80
GeV run through the full detector simulation and reconstruction).
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Figure 4.7: The efficiency for reconstructing and selecting jets in Monte Carlo events,
as a function of jet Ep, for three difference || ranges.

The jet reconstruction and selection efficiency data to Monte Carlo scale factor is
shown in Figure 4.8. The identification of jets is slightly less efficient at lower E7 in
data than in the simulation. The scale factor has been measured by using photon+jet

events in data and comparing to Monte Carlo simulations of the same event type [41].

Fake jet rates can not be measured well in the simulation because calorimeter
noise is not correctly modeled. However, fake jets tend to be dominated by one
noisy tower, leading to a lower f90 value (fraction of towers containing 90% of the jet
Er), and higher CHF (fraction of jet Ep in the coarse hadronic layers), as seen in
Figure 4.9. These fake jets are much more likely to fail the jet quality cuts, specifically
the f90 requirement, f90 >0.8 — 0.5 - CHF (shown as a line in Figure 4.9). Jets in the
simulation, where the calorimeter noise is lower, nearly all pass the f90 requirement.
The fraction of fake jets remaining in the data after jet selection is determined by
studying the f90 distribution, shown in Figure 4.10. The f90 distribution after all

section cuts (except the f90 requirement) is fit to a sum of two Gaussian distributions,
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Figure 4.8: The data to Monte Carlo jet reconstruction and selection efficiency scale
factor, as a function of jet FEr (calibrated using the jet energy scale).

representing good jets and fake jets. The fraction of fake jets is approximately 6%,
as estimated from the number of jets in the fake Gaussian distribution extended into
the region which would pass the f90 requirement. After requiring two tracks to be
associated with the jet for taggability (as described below), even fewer fake jets remain

(<1%), as derived in Chapter 5.

4.4.4 Jet Energy Scale

Jets passing the quality cuts are calibrated using the jet energy scale (JES). The
calibration is a function of the total jet energy, the jet Er, and the jet n as measured

from the center of the detector (1ny). Jet energies are corrected according to:

Ecolom’meter _

i E f fset
Ecprrected _ et ° 4.5
get Rjet : Rcone ( )
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Figure 4.9: The f90 value of jets (the ratio of the number of towers required to contain
90% of the jet’s energy to the total number of towers in the jet) compared to their
coarse hadronic fractions (CHF), in a jet-triggered data sample. Fake jets tend to lie
above the line representing the f90 jet quality cut (f90 >0.8 — 0.5 - CHF), and are
thus removed by the jet selection process.
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Figure 4.10: The 90 value of jets (the ratio of the number of towers required to con-
tain 90% of the jet’s energy to the total number of towers in the jet) in a jet-triggered
data sample. The distribution of f90 is fit to a sum of two Gaussian distributions
corresponding approximately to good and fake jets. The fraction of fake jets is ap-
proximately 6%, as estimated from the number of jets in the fake Gaussian distribution
extended into the region which would pass the f90 requirement.
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where EfZ

is the energy measured in the reconstructed jet cone, Eyffqet is the
offset energy at the measured jet ng, Rje is the jet response correction factor, and

Reone 1s the fraction of the jet energy expected to be contained in the jet cone.

o Offset Energy

Inelastic pp collisions in the bunch crossing other than the hard-scatter collision
(minimum bias interactions) and calorimeter noise add energy to calorimeter
towers, even in the absence of jets. This energy, a function of 74, must be
subtracted from each reconstructed jet’s transverse energy. The offset energy is
shown in Figure 4.11, as measured in data triggered requiring only an inelastic
pp interaction (minimum bias data). The curve corresponding to the medium
luminosity is used as the central value in the offset energy correction. The
difference in the offset energy between the other two instantaneous luminosities
is used to estimate the systematic error involved. An identical plot is made for
simulated minimum bias events and used to correct for offset energy for jets in

Monte Carlo events.

e Jet Response

The response of the calorimeter is the ratio of the measured energy to the true
energy deposited in the calorimeter. The response varies as a function of jet
energy, due to non-linearities, and as a function of the 7n,; where the jet is
measured in the calorimeter, due to varying geometry. Figure 4.12 shows the
jet response in data as a function of the jet energy. Corrections are obtained
by requiring Er balance in photon-+jet events in data, and also separately in
Monte Carlo. These events have the advantage that the photon Er is very well
measured (compared to jet Er). Also, the absolute scale of the photon energies
are known, by calibrating the EM energy scale using Z—ete™ events. The

electron and positron energies in the Z—ete™ events are calibrated with the
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Figure 4.11: The offset energy in the calorimeter, as a function of 7; as measured in
minimum bias triggered data for three instantaneous luminosities, approximately 1,
2, and 3x10%° cm™2s7!. The curve corresponding to the medium luminosity is used
as the central value in the offset energy correction. The difference in the offset energy
between the other two instantaneous luminosities is used to estimate the systematic
error involved.
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Figure 4.12: The energy response of the calorimeter in data as a function of jet energy.

tracks’ momenta as reconstructed from the inner tracking detectors.

Out of Cone Showering

Some of a jet’s energy is typically radiated outside of the cone area and is
not included in the measured jet energy. The energy in cones of radius from
0.1 to 1.5 in n x ¢ space around the reconstructed jet axis is measured. This
distribution is called the shower profile, and is shown for central jets (n<0.7) in
photon+jet data in Figure 4.13. In the central region, 92% of the jet energy is

included in a 0.5 radius cone on average in the data.

Muon Energy

Jet energies are corrected for energy lost through muons when they are identified
within the jet cone radius. Muons leave only about 3 GeV of their total Er in
the calorimeter on average. The energy expected from the associated neutrino(s)

from the muon’s production is also added back to the jet’s energy. b—jets con-
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Figure 4.13: The jet showering profile for central jets in photon+jet data. On average,
92% of the jet energy is included in a cone of radius AR<0.5.

taining muons are studied in simulated events, where the true (particle-level) jet
energies are known. The fraction of the measured muon energy which should be

added back to the jet energy on average is calculated, as shown in Figure 4.14.

Plots of the total jet energy scale corrections and their uncertainties as a function
of Er and 7 are shown in Figures 4.15 and 4.16. Typical relative jet energy scale
correction values are +30% for data and +20% for MC jets. The total uncertainty in
the jet energy scale corrections is about 5% (mainly systematic). The major sources of
uncertainty arise from effects at different instantaneous luminosities, variations from
tighter primary vertex requirements, and changes in energy balance from different A¢

cuts between the photon and the jet in each event.
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Figure 4.14: The jet correction factor for measured muon energy associated with a
jet. The fraction of the muon energy to add back to jet is derived from simulated
b-jets containing muons. The correction factor is shown for low (<50 GeV) and high
(>50 GeV) energy jets and the inclusive jet sample.

4.4.5 Di—jet Mass Resolution

The invariant mass of the leading two jets, which have been corrected back to the

particle level by the JES corrections, is given by:

M, =2 - Ery Epy - (cosh(n, —1n,) — cos(¢1 — ¢2)) (4.6)

The invariant mass distribution is peaked near the mass of the Higgs boson (my,) for
the Higgs boson signal. An optimized Gaussian fit to these mass peaks (dependent
on my) is used to isolate the Higgs signal region, for normalizing the backgrounds.
Thus the di—jet mass resolution, or equivalently the jet energy resolution, must be
properly understood in the data. In particular, the differences in jet energy resolution
between the data and Monte Carlo are important, since the signal shapes are derived

from Monte Carlo and then used for the search in the data.

Two independent data samples are used to measure the jet energy resolution. The
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Figure 4.15: The jet energy scale correction factor measured for jets in data as a
function of Er (top) and 7 (bottom).
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Figure 4.16: The jet energy scale correction uncertainties (statistical and total) mea-

sured for jets in data as a function of Er (top) and n (bottom).
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Figure 4.17: Final jet Er resolutions in different n ranges for data (red) and Monte
Carlo (green). The black curve indicate the Monte Carlo particle-level Er imbalance,
which is the best resolution theoretically achievable.
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first uses di—jet events and studies the Er balance between the two leading jets. The
data sample used is a combination of single—jet triggered events with E; thresholds
of 25, 45, 65, and 95 GeV corresponding to about 10 pb~!. The Monte Carlo samples
are di-jet events, with Er thresholds of 20-160 GeV, generated with Pythia v6.202.
The jets in each event are required to be back—to—back, by imposing the requirement
Ap>175 degrees. This cut helps to reduce the contamination from events where one
of the jets has radiated a hard gluon.

The jet energy resolution is roughly /2 times the E; imbalance in each event,
as derived from Equation 4.6. Two corrections are made to derive the jet energy
resolution more accurately from the energy imbalance in di—jet events. A cut is
placed on the Er of the third jet in the events. Events with higher Ep third jets
will give larger Epr imbalance, which is calculated only using the two leading jets in
the event. By varying the cut on the third jet Er and observing the effect on the
Er imbalance, a linear relation between the two can be obtained. Extrapolating to a
third jet Er cut of 0 GeV, the best estimate of the true jet energy resolution, devoid
of soft-radiation effects, is achieved.

The other applied correction accounts for the fact that the Er, calculated from
the two leading jets in di—jet events, is not truly balanced in di—jet events. Some
energy is radiated outside the jet cones and is not perfectly corrected for by the JES
corrections. The magnitude of this effect, as a function of jet Er, is calculated in
Monte Carlo. This unavoidable jet Ep imbalance is then subtracted in quadrature
from the imbalance measured in data events.

The comparison between Monte Carlo jet energy resolutions and those in di—jet
data events, as a function of corrected jet F7r and in different jet n bins, is shown
in Figure 4.17. In general, the jet energy resolution is well modeled by the Monte
Carlo. For jets of energy typical to those expected from the Higgs, with Er of about
60 GeV, the resolution is about 12%, except in the Inter-Cryostat Region (ICR) of

the calorimeter, where it rises to 18%.
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Figure 4.18: The jet energy resolution extended to low Er using photon+jet data.

The other data sample type used to study jet energy resolution is photon+jet
events. Again, the imbalance in Er is used to derive the jet energy resolution. The
photon energy resolution is much better than the jet energy resolution. The jet
energy resolution is again corrected for the soft-radiation effects and MC-level particle
imbalances. The advantage of this second sample is that it extends to much lower jet
E7 values, since the EM trigger is efficient at much lower £ than the jet triggers. The
jet energy resolutions, after both corrections, from both the di—jet and photon+jet
samples, are shown in Figure 4.18. The jet resolutions calculated from both samples
agree at medium FEr7, adding confidence to the extrapolation to lower Er with the

photon+jet data.

4.5 b-Tagging

The pure and efficient identification of b—jets in multi—jet final states is critical to this

analysis. Events containing multiple b—jets must be selected from the large number
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Figure 4.19: A drawing which shows tracks associated with a jet, and a secondary ver-
tex reconstructed at the decay point of a B-hadron from the large impact parameter
tracks from the decay.

of (mostly light—quark and gluon jet) multi—jet events. Accurately understanding
the kinematical biases introduced by the b-tagging is also necessary. Differences
between the b-tagging in multi—jet states as opposed to simpler event topologies are
understood. The differences in b-tagging characteristics between data and Monte

Carlo are also studied.

The b-tagging algorithm used relies on the fact that b-hadrons decay through
the Weak force after traveling an average of about 3mm (at a pr of 50 GeV/c)
into an average of about 5 charged particles, along with other neutral particles (see
Figure 4.19). These charged particles tend to have high pr(>0.5 GeV/c) as well as
a large impact parameter (IP), the closest distance that the particle would come to
the primary interaction point along its trajectory. The algorithm attempts to identify
the location of the secondary vertezr, where the b-hadron (or sometimes a daughter c—

hadron) decayed by finding a common point where the large impact parameter tracks
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Figure 4.20: The taggability of jets in data (right) and Monte Carlo (left) events in
various samples, in the central region (|n|<1.2) as a function of jet Ep.

intersect.

4.5.1 Taggability

No algorithm can identify a b—jet if it does not meet certain minimal requirements. A
jet meeting these requirements is called taggable. Since this analysis attempts to tag
each jet in the multi—jet final state, each jet is first required to be taggable. Requiring
each jet to be taggable also significantly reduces the fake jet rate, as mentioned above,
and as will be derived in Chapter 5. Each jet is required to have at least two associated
tracks with pr>0.5 GeV/c, within AR<0.5 of the jet axis, and > 3 SMT hits and
> 7 (0) CFT hits in the central (forward) region to be taggable.

Also, each event is required to contain a primary vertex reconstructed with > 4
tracks attached to it, in order for any of the jets in that event to be taggable. Less
than 2% of events passing initial data selection cuts (described in Chapter 5) failed
to have a primary vertex with > 4 tracks.

Approximately 75% of jets are taggable in data and 85% in Monte Carlo. This
difference is taken into account in detail by the b-tagging data to MC scale factor
(described below). The taggability in data and MC in the central region (|n|<1.2)
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are shown in Figure 4.20 as functions of jet Er for various samples. The taggability
is very similar for all of the samples, and differences are taken as contributions to the

b-tagging systematic error.

4.5.2  Secondary Vertex Tagger (SVT) Algorithm

The algorithm used to identify jets containing bottom—quarks is the Secondary Vertex
Tagger (SVT) [30] [31]. SVT identifies b—jets by first reconstructing all secondary
vertices in each event. The secondary vertices are then subjected to selection criteria,
which removes many secondary vertices not from the decay of a heavy (c or b) quark.
Jets are b-tagged if they can be matched to a passing secondary vertex. The Extra
Loose vertex definition is used, which has the highest b-tagging efficiency, but also a
larger fake rate (efficiency to tag a light—quark or gluon jet). Other definitions have
more stringent requirements on the tracks used to reconstruct the secondary vertices.

The reconstruction of secondary vertices begins by finding track—based jets. The
tracks are clustered using a 3-dimensional cone!! algorithm of radius 0.5. Tracks
are each required to have > 2 SMT hits, pr> 0.5, IP< 0.15 cm, and Z-IP< 0.4 cm
12 Tracks within the track-based jets are then selected which have large transverse
(2-dimensional IP in the plane transverse to the beam-line) IP significance (> 3.0)'.
All two—track “vertex seeds” (vertices formed from two tracks with a y? probability
< 100) are found from the selected tracks in each track-jet. Additional tracks in the

track—based jets pointing to the seeds are then attached to each seed if the resulting

UThe fact that the cone algorithm is 3-dimensional means that tracks with widely different Z
positions along the beam—axis (21 cm) are not clustered with each other. This helps to decrease
the confusion of the algorithm by additional minimum bias interactions.

12The Z-IP is the impact parameter projected onto the Z axis: the closest the track comes in the
7 direction to the hard—scatter primary vertex.

13The “significance” of a quantity is its measurement divided by its mean deviation (its “error”).
So the IP significance is the IP divided by the track’s IP error, calculated by projecting the track’s
error matrix along the direction parallel to the vector pointing from the primary vertex to the
point on the track of closest approach to the primary vertex.
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x? contribution to the vertex fit is < 15. A track is allowed to be attached to more
than one vertex seed, so the presence of fake vertices does not impact vertex finding
efficiency. The resulting reconstructed secondary vertices must then pass the following

selection criteria:

e The “2-dimensional decay length”, |fxy|, of the secondary vertex must be
< 2.6 cm. f)xy is the vector from the hard—scatter primary vertex to the

secondary vertex, projected transverse to the beam-line.

e The “collinearity” of the secondary vertex must be > 0.9. Collinearity is defined
as the inner—product of f)xy with ?xy, the momentum of the secondary vertex,
defined as the sum of the transverse momentum of all its attached tracks. The
collinearity requirement selects secondary vertices consistent with traveling from
the hard—scatter primary vertex, since their momentum is pointing in their

direction of travel.
e The secondary vertex must have > 2 attached tracks.

e The decay length significance, |fzy\ / a(|fzy\), of the secondary vertex must be
> 5, where 0(|f>$y|) is the error on the decay length of the secondary vertex,
as determined from the vertex fit based on the reconstructed tracks’ estimated

errors.

A procedure called V) remowal is performed to reduce the number of jets that are
b-tagged which contain long—lived particles other than b-hadrons [33]. Two—track
secondary vertices are found which are consistent with being a K?, A, or a photon
conversion into an ete” pair. The procedure is based on the angle between the
two tracks and their invariant mass, which can be compared to the known masses of
common light-hadrons (or 0 mass and angle for photon conversions). These secondary

vertices are removed from the candidates used to b-tag jets.
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The remaining secondary vertices are matched to calorimeter jets if the AR be-
tween the vertex and the jet is less than 0.5. A calorimeter jet is tagged as b—jet if it

has at least one matched secondary vertex.

4.5.83  Performance in Data

Measuring b-tagging performance in data is very difficult due to the impossibility of
obtaining a pure b—jet or light—jet sample. It is also difficult to obtain a large sample
of events with an enhanced fraction of b—jets. A large sample of b—jets is needed to
measure the b-tagging efficiency as a function of various kinematic variables. Studies
of b-tagging efficiency use primarily the y—in—jet sample, which requires a muon with
pr>6 GeV/c matched to a reconstructed jet within AR<0.5. The pu—in—jet sample
has an enhanced fraction of b—jets, since b—quarks decay about 20% of the time
(including both direct and cascade decays) to a high-pr muon. Fake rate studies use
jet—triggered and EM—triggered data, with at least two reconstructed jets.

Four methods are used to study the b-tagging efficiency in data. They agree
well, within statistical errors, as shown in Table 4.1. The variation in the b-tagging
efficiency between the methods is used to derive the systematic uncertainty involved.
Relative uncertainties of 5% in the central region and 10% in the forward region are
assigned.

The first method uses a fit to the pi¢ distribution of the muons in jets to templates,
derived in MC, before and after b-tagging. The pi¥ is the pr of the muon relative
to the combined jet plus muon momentum axis. Since light—quark jets have muons
whose pi¢ values are smaller than for b—jets (due to the higher mass of the b—quark),
a fit indicates approximately what fraction of those jets contain b-hadrons. Separate
templates are derived for muons with p;>10 GeV /c, and for those with pr<10 GeV /c.
Figure 4.21 shows a p}! fit before and after requiring a b-tag to be present in each

event. The total number of events remaining after b-tagging and the amount by

which the fraction of b—quarks increases after requiring a b-tagged jet are used to
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Figure 4.21: A fit of the pi¥ distribution of muons in jets in the y—in—jet sample to a
sum of the light—quark and gluon (green), c—quark (red), and b—jet (blue)
templates before (left) and after (right) requiring a b-tagged jet in each event. The
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shown is for muons with py>10 GeV/c only.
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Table 4.1: SVT b—jet and light—jet b-tagging efficiencies for taggable jets measured
in a variety of ways in data events, and their averages, in the central and forward

regions.
Method Efficiency (%) (|n]<1.2) Efficiency (%) (|n|>1.5)
Single—p pie! fit 55.245.8 46.14+11.6
Away—jet b-tagged 54.61+2.0 35.9+8.4
SystemD 51.5+2.6 33.4+8.3
Di—u (pr>1GeV /c) 65.5+18.1 —
Average b-tag eff. 53.6+1.5(stat)42.7(sys) 37.0£5.2(stat)+5.6(sys)
Jet data (negative) 2.0+0.04 1.674+0.06
EM data (negative) 1.68+0.04 1.60+£0.05
Jet data (positive) 2.05+0.08 1.60+0.10

Average light—tag eff.

1.8640.03(stat)£0.19(sys)

1.6440.06(stat)£0.25(sys)
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measure the b—tagging efficiency.

The away—jet method [34], studies the ratios of single-tagged to double-tagged
events, again using the pi¢ fits to determine the fraction of b—jets in the single b—

tagged data sub—sample.

The third method, SystemD, does not depend on the p’¢ fits. Instead, two data
samples with different b—jet fractions (the p—in—jet sample and an opposite tag sub—
sample) and two taggers (a lifetime tagger and the requirement of a muon with
pi>0.7 GeV/c) are used [35]. Solving a system of 8 (sometimes non-linear) equations
derived from the number of jets b—tagged in each sub—sample gives results for both

rel

light—jet and b—jet tagging efficiency. The cut on the pi** of the muon can be varied

to evaluate the systematic error of the measurement.

The last method uses di-muon-in—jet events, where each muon has a pi¥>1
GeV/c. MC shows that such a sample has nearly 99% b—jet purity. However, the
sample has very low statistics, due to the rarity of the process. Counting the number
of events which are either single or double b-tagged in the sample leads directly to a

measurement of the b-tagging efficiency.

Two methods are used to measure the b-tagging fake rates (efficiency for b-tagging
a jet which contains no ¢c— or b-hadron). The first uses negative tags, jets with vertices
reconstructed behind the primary vertex (with respect to the jet axis) but which

t 14, Monte Carlo is used to estimate

otherwise would have been matched to the je
the correction factor (from remaining Vs, etc.) for the number of positive tags that
would be produced given the resolution obtained from the measured negative tag rate.
Negative tag rates are measured in the jet-triggered data as well as the EM-triggered

data, and the results are compared (see Table 4.1).

The other method uses the positive tag rate in jet—triggered events, but corrects

for the ¢— and b—jet fractions that contribute to the positive tag rate using Monte

“For a negative tag, the AR between the secondary vertex and the negative jet axis is < 0.5.
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Figure 4.22: The b-tagging efficiency in data (after taggability requirements), as a
function of jet Er, for central jets (|n|<1.2). This analysis uses the Extra Loose
secondary vertex definition, which has the highest b—jet tagging efficiency.

Carlo samples (Pythia inclusive QCD).
Figure 4.22 shows the performance of b-tagging in data for taggable jets in the

central region (|n|<1.2) as a function of jet Er.

4.5.4 Scale Factors

In simulated events, where the true particle content of jets is known, measuring the
efficiency and fake rate of the b—tagging algorithm is trivial. The efficiency is the
number of b—jets which are b-tagged divided by the number of taggable b—jets. A
reconstructed jet in MC is defined as a b—jet when a b-hadron exists within AR<0.3
of the jet 1°. The fake rate is the number of light jets which are b-tagged divided by

the number of taggable light jets. A reconstructed jet in MC is defined as a light jet

15Greater than 99% of b-jets in simulated Z—bb events have b-hadrons within AR<0.3 of the jet
axis.
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Figure 4.23: The b-tagging efficiencies per taggable b—jet in data and MC events,
and the scale factor derived between them, as functions of jet Er.

if no b— or c—hadrons exist anywhere in the event.

The performance of the b—taggers in the detector simulation is not the same as in
the data, so a scale factors is applied to b—jets in the Monte Carlo to better model the
real behavior in data. The average scale factors are 0.78+0.06 in the central region
(In|<1.2) and 0.63+£0.14 in the forward region (|n|>1.5). The scale factor is shown as
a function of b—jet Er in the central region in Figure 4.23. Uncertainties in the scale
factor take into account all statistical errors from the finite number of events in the
MC and p—in—jet data samples and all systematic errors from the methods used to

derive the b-tagging efficiency in MC and data.

Figure 4.24 shows the ratio of c—tagging efficiency to b—tagging efficiency, derived
in MC simulation, for taggable jets in the central region. The c-tagging efficiency

will be used to estimate the size of a c¢¢ background in Chapter 7.
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Figure 4.24: The ratio of the c-tagging to the b—tagging efficiency in data, as a
function of jet Er.

4.5.5  Multi—jet Biases

Monte Carlo events are studied to see if the b-tagging efficiency for a b—jet opposite
to a jet that is already b-tagged is different than for an unbiased b—jet, correcting
for the jet Er and |n|. The b-tagging efficiency for such jets is found to be higher by
a factor of 1.0340.01(stat), within the assigned systematic uncertainty for b-tagging
efficiency.

The b-tagging efficiency and fake rate may change as a function of the number
of jets in the event. Measurements of the b-tagging efficiency and fake rate in data,
and their comparisons to Monte Carlo, are performed in di—jet samples. The scale
factor between data and Monte Carlo is verified to not be sensitive to the number
of jets in the event. As shown in Figure 4.25, the negative tagging rate in the data
sample (which is proportional to the rate of fake b—tags) is stable as a function of
the number of jets in the event. Plotting the negative tag rate as a function of the

Pt of the muon in the jet shows that there is no correlation with the fraction of
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Figure 4.25: The negative b-tagging efficiency of a jet as a function of the pi of the
muon in the jet, for various jet-multiplicity events, for n; of 2 (black), 3 (blue), 4
(red), 5 (green) and 6 (pink).

true bjets in the events, since the fraction of true b—jets peaks at a pi of about 1.5
GeV/c. This suggests that no modification to the scale factor needs to be applied as
the jet multiplicity increases, at least for events with no more than six jets '6. This
conclusion is verified by the MC simulation of the b-tagging efficiency per jet for
events with different numbers of jets, as shown for a simulated neutral Higgs boson

signal in Figure 5.14.

16This analysis does not use events which have more than five reconstructed jets.



79

Chapter 5

SIMULATION

Samples of expected backgrounds and hypothesized signals are produced using
Monte Carlo programs and a full detector simulation. The simulated signals are used
to determine the efficiency for observing the hypothesized neutral Higgs boson produc-
tion. The simulated backgrounds are used to check the understanding of the detector

and reconstruction performance, by comparing observed events to expectations from

the SM.

5.1 DMonte Carlo

Events of the expected signals are generated with Pythia [19] (version 6.202), which
has two parts. The first allows the user to select one of the hard—coded matrix ele-
ments to calculate hard—scattering interactions of the type desired. The second half

performs the showering of final-state colored particles into jets !

and the decay of
short-lived particles (such as b-hadrons). Multi—jet background event samples use the
ALPGEN [20] (version 1.2) generator to calculate final-state colored particles, which
are then passed through Pythia showering. The ALPGEN generator calculates many
SM processes at hadron colliders exactly, including multi-jet production, at leading—
order. ALPGEN is able to calculate complicated interactions with many (up to 10)
jets in the final state. The results of ALPGEN are also compared to cross—sections

calculated using MADGRAPH [21], another exact leading—order generator. MAD-
GRAPH calculates, by “brute force”, the amplitudes for all leading—order processes

'Pythia also performs a “backwards showering” to simulate initial state radiation (ISR) from the
incoming colored particles.
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consistent with the SM which have the specified initial and final states.

Events generated with Pythia use the CTEQ4L parton distribution functions
(PDF), and events generated using ALPGEN or MADGRAPH use CTEQSL. Total
cross—sections for the generated processes are always taken from published next—to—
leading-order calculations, where available, or normalized to data.

After Pythia showering, events are created by a full DO detector simulation. Soft-
ware based on the GEANT software package (version 3) simulates the propagation and
material interactions of the particles as they pass through the detector. Minimum-—
bias events (random pp inelastic interactions), generated with Pythia are added to
the hard—scatter events. The number of minimum-bias events added is Poisson dis-
tributed with a mean of 0.5, corresponding to the approximate instantaneous lumi-
nosity at which the data was taken (1 —4 x 103! em™2s71). The simulated ionization
in the detector is passed into a simulation of the detector’s electronic responses and
digitization. The resulting events are identical in form to those read out from the
real detector. The same detector reconstruction algorithms used for the real data are

then applied to the simulated events. Finally, the ROOT software package produces

files for analysis.

5.1.1 Signals

There are two related leading—order processes for neutral Higgs production which
give a multi-jet signal with three or more high-pr b-jets. The first is bbh—bbbb,
where four b—quarks exist at high pr (defined as pr>15 GeV/c). The other is the
leading-order process bg—bh—bbb, where only three b—quarks exist at high pr. After
demanding at least three b—tags, the two signals have very similar acceptances, as
seen in Figure 5.1, which shows the invariant mass distribution of the leading two jets
(mo1) for the bh and bbh signals, after requiring three b-tagged jets.

If two processes create physically different final states, then they are independent

and can simply be combined. If the final states created by the two processes are
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Figure 5.1: Comparison of the invariant mass distribution of the leading two jets
(moy) for the bh (solid) and bbh (dashed) signal processes, after requiring 3 b-tagged
jets. The top plot requires only > 3 jets, and the bottom plot requires > 3 jets.
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indistinguishable for some fraction of the events, then combining the event samples
would be double-counting. At LO, with initial-state radiation (ISR) and final-state
radiation (FSR) turned off in Pythia, the bh and bbh spectator b—quarks (the b—
quarks from the initial state which do not radiate a Higgs boson) have very different
properties, as seen in Figure 5.2. The bh process always has a spectator b—quark in
this case at very high |n|, whereas all b-quarks in the bbh process are more central.
Thus, it would seem that the signals could be combined without double-counting.
However, when ISR and FSR are included, the signals are no longer significantly
different, as seen in Figure 5.3.

Because the two leading—order signal processes, bh and bbh, overlap kinematically
after radiation effects, a procedure must be chosen to avoid double counting [13] [14].
One solution is to match the two signals by the pr of the lowest pr spectator b—quark.
Events from the bh sample with the lowest pr spectator b—quark below a given pr
cut are kept, and those from the bbh sample with a lowest pr spectator b—quark
above the given pr cut are kept. All other events are discarded. This solution takes
advantage of the idea that the bh signal more accurately models the kinematics when
the pr of the lowest pr spectator b-quark is low, whereas the bbh signal is a better
model for signal kinematics when it is high [15]. The effects on the signal distributions

from following this prescription are shown in Figure 5.4, using a pr for matching of

15 GeV/c.

The other solution is simply to use only one of the LO signal processes. This
certainly avoids double counting, and is the most conservative approach. Because
the signals are nearly identical, the signals are each very nearly cut in half by the
pr matching prescription, as seen in Figure 5.4. Very little signal (<5%) is lost by
using the “one signal only” prescription. The bh signal is a simpler calculation at NLO
theoretically, and suffers from smaller scale uncertainties at LO. Thus, in this analysis,
only the bh signal is used for the final neutral Higgs boson search. The bbh signal

samples are still useful however, for performing various studies and cross—checks.
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Figure 5.2: A comparison of the pr and 71 spectra of the bh (solid) and bbh (dashed)
MC signals from Pythia with no ISR or FSR. The spectator b 1 is the b parton which
radiated the Higgs, and is thus at higher pr and more central, typically than spectator
b 2 which is simply from the initial “gluon splitting” and does not interact further.
Without ISR and FSR, the spectator 2 b parton has very different kinematics in bh
(where it basically goes down the beam-pipe) and bbh.
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Figure 5.3: A comparison of the py and 1 spectra of the bh (solid) and bbh (dashed)
MC signals from Pythia with ISR and FSR turned on. The spectator b 1 is the b
parton which radiated the Higgs, and is thus at higher pr and more central, typically
than spectator b 2 which is simply from the initial “gluon splitting” and does not
interact further, aside from radiation. With ISR and FSR, the spectator 2 b parton
has very similar kinematics in bh and bbh.
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Figure 5.4: The invariant mass of the two leading jets for the bh (circles and solid) and
bbh (squares and dashed) signals with 3 b-tags in the 4—jet channel with m; = 120
GeV /c? before (points) and after (histograms) applying the py matching prescription.

bh Samples

The process gb—bh—bbb is implemented as process 32 in Pythia. The Higgs boson in
each event is required to have pr>15 GeV/c, but no rapidity cuts are used. Samples
of 25,000 events are made for each Higgs mass of 100, 120, and 150 GeV/c?. The
pr and rapidity spectra of the Higgs (for m; = 120 GeV/c?) are compared to those
from the NLO calculation [15] using the authors’ program, MCFM. The shapes show
decent agreement, as seen in Figures 5.5 and 5.6. This indicates that the Pythia
leading—order kinematics are roughly correct, especially after ISR and FSR effects in
Pythia, which mimic the behavior of higher—order processes (such as gluon radiation).
However, the shapes will be further matched to the NLO calculation, as described
below. It was verified that the pr spectrum of Pythia without ISR had a hard cut at
the generated hard-scatter py of 15 GeV/c.

The total NLO values for the signal cross—sections are used (see Table 5.1). Each
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Figure 5.7: The weight given to each event in the bh Monte Carlo such that the
correct NLO Higgs pr spectrum is reproduced. Also shown is a fit to a constant (the
average weight).

leading—order event is weighted, based on the pr of the Higgs in the event, such
that the resulting pr spectrum for the simulated Pythia leading—order events exactly
reproduces the NLO spectrum (from MCFM). The weighting function used is shown
in Figure 5.7. The effect on the total number of events in the signal peak is shown in
Figure 5.8. There is a 13% reduction in the total number of events passing analysis
cuts caused by the re-weighting of the events to match the NLO Higgs pr spectrum.
The uncertainty due to the re-weighting is considered along with all other signal

generation errors when determining systematic errors (see Chapter 7).

bbh Samples

The process bbh—bbbb is process 121 in Pythia. 25,000 events are generated for each
Higgs mass, 100, 120, and 150 GeV/c?. Very recently, NLO calculations have been

performed [16][17]. There has been great success in understanding the factorization
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Figure 5.8: Comparison between the number of events in the non-b-tagged invariant
mass peak of the bh Monte Carlo sample (with m;=120 GeV) passing cuts before
(black, higher) and after (blue, lower) re-weighting the leading—order events to match
the MCFM NLO Higgs pr spectrum.

and renormalization scale appropriate for generating bbh at LLO. The results from LO
studies are now corroborated by the NLO result. Previous theoretical uncertainties
of a factor of 2 5 in cross—section are now reduced to 25% [18]. Events are generated
with no cuts on the pr’s or rapidity of the bottom quarks. Cross—sections are taken

from the NLO calculations, and are listed in Table 5.1.

Signal Simulation Quality Checks

The di—jet invariant masses of the leading two E7r jets, jet kinematics, and b-tagging
results are studied in the signal simulation. The results are as anticipated for neutral
Higgs boson production. Plots showing the same basic quantities checked for data
quality are shown in Figures 5.9 and 5.10 for a bbh Monte Carlo sample (with m; =
120 GeV/c?). Figure 5.11 shows the di—jet invariant mass spectrum of the leading two

Er jets for each of the generated Higgs masses. The b-tagging performance in the
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Table 5.1: The cross—sections for signal production, at tan 3 of 1, used to normalize
the Monte Carlo samples. The values are taken from the NLO calculations. (See the
text for details.)

my(GeV/c?) | bh (fb) (pr>15 GeV/c) | bbh (fb) (no cuts)
100 6.45 19.8
120 3.03 8.87
150 1.14 3.04

signal Monte Carlo is shown in Figures 5.12, 5.13, and 5.14 for a bbh sample (with my,
=120 GeV/c?) as a function of the jet Er, 7, and number of jets (n;), respectively.
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Figure 5.9: Left: The E7 distributions of the first (solid circles), second (open circles),
third (solid squares), and fourth (open squares) highest E7p jets in each event of the
generated bbh Monte Carlo sample with m;, = 120 GeV /c?. Right: The n distributions
of the first (solid circles), second (open circles), third (solid squares), and fourth (open
squares) highest Er jets in each event of the generated bbh Monte Carlo sample with
my, = 120 GeV/c? For both plots, jets must pass all quality cuts and taggability
requirements, each event must pass one of the (simulated) multi—jet triggers, jet Er’s
are corrected for jet—energy scale, and the events must pass Er cuts of 45, 35, and 15
GeV for the first, second, and third leading Er jets.
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Figure 5.10: Left: The distribution of the number of jets in each event of the generated
bbh Monte Carlo sample with m;, = 120 GeV /c2. Right: The n— ¢ of each jet in each
event of the generated bbh Monte Carlo sample with mj; = 120 GeV/c?. For both
plots, jets must pass all quality cuts and taggability requirements, each event must
pass one of the (simulated) multi-jet triggers, jet Er’s are corrected for jet—energy
scale, and the events must pass Er cuts of 45, 35, and 15 GeV for the first, second,
and third leading Er jets.
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Figure 5.11: The invariant mass spectrum formed from the leading two E7 jets (JES
corrected) for each of the Higgs masses generated (my, = 100, 120, and 150 GeV/c?).
A tan 3 of 50 is assumed, for calculating the cross—sections.

Signal Di-jet Mass Shapes

The characteristics of the reconstructed mass of the Higgs are studied in Monte Carlo
events using both the bh and bbh signal samples for Higgs masses of 100, 120, and
150 GeV/c?. The invariant mass of the leading two Er jets is calculated for events
which have three b-tags, as shown in Figure 5.15. Most events with a reconstructed
invariant mass in the high tail above the Gaussian peak are due to events where the
largest two reconstructed Er jets are not from the decay of the Higgs boson. Between
80-90% of events have the correct assignment of jets from the Higgs as the leading
two Er jets, depending on my. The higher the mass of the Higgs boson, the more
likely the leading Er jets are to be from its decay. The low tail of the Gaussian shape
of the reconstructed invariant mass spectrum is mostly due to final-state radiation
(FSR) of jets which came from the decay of the Higgs boson.

Other combinations of jets, such as the second and third leading Er jets or an

average of the invariant masses between all three combinations of the three leading
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Figure 5.12: The b-tagging efficiency for a jet, as a function of the E7 of the jet (JES
corrected), in the bbh Monte Carlo sample (with m; = 120 GeV/c?).
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Figure 5.13: The b-tagging efficiency for a jet, as a function of the 7 of the jet, in the
bbh Monte Carlo sample (with m;, = 120 GeV/c?).
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E7 jets, are studied and found to give wider signal peaks. An example is shown in
Figure 5.16, where the average invariant mass of the three combinations of the three

leading Er jets is shown.

5.1.2  Backgrounds

Any process which creates events with high jet multiplicity, particularly heavy—flavor
(c— or b—quark) jets, is a background to a triple b-tagged final state with three
or four jets. Chapter 7 describes in detail the methods used for normalizing the
difficult multi-jet backgrounds using data. This Section lists the processes studied

and explains the tools used to create the simulated events.
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Figure 5.16: A Gaussian fit to the average invariant mass of the three combinations
of the three leading Er jets in the bbh Monte Carlo sample, with m; = 120 GeV /c%.
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Table 5.2: Background Monte Carlo cross—sections.

Process Cross—section (pb) Generator Cuts (pr in GeV/c)
bbjj (ALPGEN) 1568 pr(b)>30, pr(j)>15, |n|<3.0, AR>0.4
bbjj (MADGRAPH) 2655 pr(b)>30, pr(j)>15, |n]<3.0, AR>0.4
bbj (ALPGEN) 3842 pr(b)>30, pr(i)>15, [n|<3.0, AR>0.4
bbbb (ALPGEN) 51 pr(b)>15, [n]<3.0, AR>0.4
tt (Pythia) 7 none
Z(bb)+jets (Pythia) 1180 none
Zb (MADGRAPH) 10 pr(b)>15, |n|<3.0, AR>0.4
7Zbb (MADGRAPH) 3 pr(b)>15, |5|<3.0, AR>0.4
Zb(b)+mistakes (NLO) 40 pr(b)>15, |n|<2.0, AR>0.7

Heavy—Flavor Multi—Jet

Multi—jet production, such as pp—3j, 4j, bbj, bbjj, and bbbb (where j represents a light
quark (u,d,s), charm quark, or gluon jet) is very difficult to model correctly, due to
the large number of diagrams contributing to the complicated final state. Processes
with heavy—flavor jets in the final state have the added difficulty of correctly modeling
the observed rates and kinematic distributions of the heavy—flavor jets. Fortunately,
full leading—order matrix element generators, are now able to produce events of these
complicated processes, using relatively little computer time. Using the exact leading—
order matrix elements is more accurate than modeled gluon radiation obtained with

Pythia pp—bb + jets production, for example.

ALPGEN is used to generate 50,000 events each of bbj, bbjj, and bbbb. Generator—
level cuts are applied to the outgoing partons in order to leave sufficient statistics after
analysis cuts. The outgoing b—quarks are required to have pr>30 GeV /c and the light
jets pr>15 GeV/c, all with |n|<3, except for the bbbb samples, which required all b—
quarks to have only pr>15 GeV/c. A AR>0.4 requirement is made on all outgoing

partons, to reflect the 0.5 cone size of our jet reconstruction algorithm. The cross—
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sections given by ALPGEN for these processes are listed in Table 5.2. In Chapter 7,
comparisons with data are made, and normalization for these processes are derived.

A bug in the ALPGEN to Pythia interface was recently uncovered, in which no
underlying event was generated. Small samples of bbj events without this bug were
produced, and there were negligible acceptance differences between the samples with
and without the bug. Making new samples without the bug was determined not to
be worth the large amount of computer time necessary.

The bbjj cross—section is also checked with another leading—order matrix—element
Monte Carlo generator, MADGRAPH, using identical generator-level cuts as for
ALPGEN. There are over 5,000 leading-order processes calculated for bbjj. The re-
sult is also shown in Table 5.2. The extent to which the two calculations for the
bbjj cross-sections agree gives a feel for the error associated with these calculations.
They can be trusted to within factors of ~2, but should not be expected to model
data more accurately. These expectations are confirmed in our comparison of the

ALPGEN Monte Carlo to multi—jet data in Chapter 7.

Other Backgrounds

Other processes are also considered as possible backgrounds, and are simulated.
50,000 inclusive pp—tt events are generated with Pythia. A production cross—section
of 7 pb is assumed (as extrapolated in pp center—of-mass energy from Run I and
verified by preliminary results from Run II). There are always two b—quarks from
the decays of the top quarks, and often two to four other jets, if one or both of the
W bosons from the top quarks decays hadronically. Jets from the W bosons can be
b-jets and c—jets, easily misidentified as b—jets. Even if the W decays to light-quark
jets, these can be misidentified as b—jets a small fraction of the time. Thus all ¢¢ final
decay states are simulated.

20,000 events are made using Pythia of pp—Z(—bb) +jets, i.e. the Z is forced to

decay to bb. The cross-section used for the process is 1.18 nb, as measured by DO
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in Run II through Z—pu*pu~ [22], accounting for the ratio of the Z—bb to Z—utpu~
branching fractions in the SM. The extra jets are generated by Pythia, which most
likely do not accurately model the true radiated Er spectra (Pythia radiation in such
cases is usually too soft). However, it is fair to use the sample to estimate the shape
and position of the Z peak, since this does not heavily depend on the radiation. The
events are also mainly used as a cross—check for the shape of the double b-tagged
data, where the events with extra jets which have been b-tagged make up a small
contribution, since the b-tagging efficiency for real b—jets is much larger than for
light—jets.

30,000 events of Zb (with Z—bb) were generated with Pythia 2. The cross—section
for Zb production has recently been calculated at NLO [23], so this value is used, listed
in Table 5.2. The cross—section includes contributions from Zb (13pb), Zbb (6pb),
Zc and Zcc fake b-tags, and Z + light—jet fake—tags (assuming a fake b-tagging rate
of 0.5% for light—quark (u,d,s) and gluon jets and 15% for c—jets). Some of the Z
processes’ cross—sections are also calculated with the MADGRAPH generator, and

are included in Table 5.2.

27b is made by using MSEL=13 in Pythia. The KFIN parameters of Pythia are used to set all
incoming u,d,s,c quark distributions to zero, thus selecting only gh—Zb.
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Chapter 6

TRIGGER AND DATA

6.1 Trigger

The total cross—section for multi—jet events is very large compared to the expected
neutral Higgs boson signal. A specialized set of trigger requirements is used to accept
the largest possible fraction of signal events, while remaining within rate-to—tape
constrains (<4 Hz), up to high instantaneous luminosity (4 x 103! cm~2s7!). The data
collected spans two trigger versions (v10 and v11), with the first collecting about 75
pb~! of integrated luminosity and the second about 56 pb~!. !

The first trigger version required four calorimeter towers with EF7>5 GeV at L1,
three L2 jets with E7>8 GeV and total L2 Hr (scalar Ep sum of L2 jets with Ep>5
GeV) above 50 GeV, and three L3 jets with Er>15 GeV. The 7, coverage was up to
2.4 at L1/L2 and 3.0 at L3.

The second trigger version required only three calorimeter towers with Er>5 GeV
at L1, the same requirements as the v10 trigger at L2, and three L3 jets with E7>15
GeV, where two of them have E;>25 GeV.

The L3 jets used in both triggers were 0.5 cone jets, not corrected for non-linearity
of the calorimeter, or jet energy scale. However, in the second trigger list, the jets’ Er
and 7 were corrected for the Z position of the primary vertex, significantly sharpening
their F7 and 7 resolution.

Accurately calculating the efficiency of each complete trigger for the expected

!The sum of the integrated luminosity, 131 pb~', was less than the 141 pb~! recorded to tape
on all triggers, due to occasional limitations imposed at the highest instantaneous luminosities.
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signal and backgrounds is essential. Significant effort is devoted to using data to
understand the performance of the triggers, since even detailed software simulations of
the trigger systems (TrigSim) may be inaccurate in such complicated multi—jet events.
2 The probability for each event to pass each trigger requirement is calculated, as a
function of the properties of the objects reconstructed offline, such as the offline jets’
E7’s. These individual probabilities are then combined into total probabilities for
each simulated event to pass all trigger requirements. This total trigger probability

is applied as a weight to each simulated event, as described below.

6.1.1 L1 and L2 Triggers

Detailed studies of the L1 and L2 triggers in multi—jet events, and derivations of the
methods used to calculate the trigger performances at L1 and L2, are documented in
Appendix A.

The L1 trigger terms used for this analysis are based on calorimeter trigger towers.
For each event, a probability is calculated that enough towers would be above the
trigger thresholds, based on the Er’s of the offline reconstructed jets. A study is
made of jets and L1 trigger information in data recorded with a trigger requiring only
a single muon. The muon triggered data is as unbiased as possible towards jets 3.
The number of L1 towers above threshold near offline jets is measured, as a function
of offline jet Ep. This distribution, shown in Figure 6.1, is then used to calculate the
total probability for a given number of towers to be above threshold for a multi—jet
event. A closure test is performed which verifies that the predicted probability for
passing the trigger requirements agrees with the actual pass fraction of the online

trigger. The data used for the closure test is independent from the data used to

2TrigSim is compared with the trigger information from data, and used to cross—check the methods
and assumptions of the efficiency studies. The comparisons shows good agreement.

3Minimum-bias triggered events are completely unbiased (by definition), but not a large enough
sample of events is recorded for performing detailed trigger studies.
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Figure 6.1: The average number of calorimeter towers above 5 GeV associated with
a jet as a function of the Ep (uncorrected) of the jet.

derive the probability distributions. As seen in Figure 6.2, the predicted total trigger
pass probabilities match the actual pass fractions of the trigger well. Results are also

compared with those from TrigSim, which shows good agreement.

The L2 trigger requirements used in this analysis are based on clusters of calorime-
ter trigger towers, called L2 jets. Using the same data set used to study the L1 trig-
ger terms, but requiring the L1 trigger requirements to have already been satisfied,
turn—on curves are measured for the L2 jets as a function of offline reconstructed un-
corrected jet FEp. The distribution of the number of “noise jets” (those not matched
to any offline jets) is also measured. Using these curves and the noise jet distribution,
the total probability for passing a trigger requiring a given number of jets to be above
a certain threshold is calculated. As in the L1 study, a closure test is performed
which compares the calculated probability for a given number of L2 jets to be above
threshold with the actual pass fraction of the online L2 trigger, as seen in Figure 6.3.

The results are also compared to the TrigSim calculations.
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Figure 6.2: Comparison between the predicted probability of satisfying the CJT (3,5)
L1 trigger and the actual probability, measured on the independent muon—triggered
data sample, as a function of the Fr (uncorrected) of the highest Er (uncorrected)
offline jet.

6.1.2 L3 Trigger

The method used for calculating the total efficiency of the L3 trigger is identical
to that used for calculating the total efficiency for passing the L2 jets requirement.
Turn—on curves are measured in data for L3 jets, as a function of offline reconstructed
un-corrected jet Ep. Although the same data is used to reconstruct jets at L3 and
offline (the zero—suppressed, full-readout, calorimeter cell data), algorithms at L3 are
simpler and less precise, to save processing time. Most notably, there is no splitting
or merging of jets in L3, or corrections for noisy cells and non-linearity, as opposed
to the offline jet reconstruction (see Chapter 4). Also, for the first trigger version
(v10), the primary vertex Z position was assumed to be the center of the detector,

thus smearing the actual Er of the L3 jets.

The turn—on curves for L3 jets, such as the one shown in Figure 6.4, are measured
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Figure 6.3: Comparison of the predicted probability of satisfying the L2(3,8) &&
L2Ht(50) L2 trigger and the actual probability, measured on the independent muon—
triggered data sample, as a function of the Er (uncorrected) of the highest Er (un-
corrected) offline jet.

as the fraction of offline jets which have a L3 jet with EF7>15 GeV matched to them
within AR<1.0. The curves are parameterized with the following form of the tanh

function:

C(z) = By + Pitanh((x — P2)/Ps)

Using these turn—on curves, the total event probability of having three jets above
threshold can be calculated, by combining the individual jet probabilities, assuming
the jets are independent. The validity of this assumption is demonstrated by com-
paring the predicted pass fraction for multi—jet events with the actual pass fraction,
in an independent data set, as a function of the leading offline jet Er (as shown in

Figure 6.5) or the total offline jet Hy.
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Figure 6.4: Turn-on of a L3 15 GeV Er jet, as a function of the offline jet Er
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Figure 6.5: Comparison of the predicted probability of satisfying the L3J(3,15) L3
trigger and the actual probability, measured on the independent CJT (3,5) triggered
data sample, as a function of the Fr (uncorrected) of the highest Er (uncorrected)

offline jet.
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Table 6.1: Average trigger efficiencies for various signals and backgrounds. The two
trigger versions are weighted by the integrated luminosity of data collected on each
one. The trigger efficiencies are calculated after a basic set of offline analysis cuts:
one jet with Er> 45 GeV, two jets with Er> 35 GeV, and at least four jets with
Er> 15 GeV.

Process | Average trigger efficiency (%)
bL(100) 69
bbh(100) 68
bh(120) 73
bbh(120) 69
bh(150) 80
bbh(150) 76
b 75
bbij 83
bbbb 68
Z(bb)+jets 64
tt 93

6.1.3 Efficiency

The overall average efficiency of the two triggers used, weighted by the integrated
luminosity of data collected with each, is shown in Table 6.1 for various signal and
background Monte Carlo samples. The trigger efficiencies are calculated after a basic
set of offline analysis cuts: one jet with Er> 45 GeV, two jets with Er> 35 GeV, and
at least four jets with Er> 15 GeV. The trigger efficiencies after optimized analysis
cuts are quoted in Table 8.2.

Rather than apply the same overall average trigger efficiency to each event in each
sample, the probability for each event to pass the trigger is calculated, and the event is
weighted by this probability. This method is more accurate since kinematical trigger

biases are properly reproduced. Since two trigger versions were used to collect the
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Figure 6.6: The probability calculated to pass the average trigger (weighted by inte-
grated luminosity of data taken with each) for events in the bbh Monte Carlo sample
with my, = 120 GeV/c?, after basic offline analysis cuts (see text).

data, with different integrated luminosities, both are taken into account with their
respective pass probabilities weighted by their integrated luminosities. Figure 6.6

shows the distribution of the trigger pass probability for a typical simulated signal.

6.2 Data Sample

The data taken from September, 2002 — July, 2003 (131 pb~!) is reconstructed with
the p13.05.00 and p13.06.01 versions of the D@ reconstruction software. Of this
sample, events are selected with one jet reconstructed with E7>20 GeV and another
two jets with Er>15 GeV, in |n|<2.5 (un-corrected, and before any jet quality cuts).
There are a total of 30.3 million events in this initial data sample.

Events are then processed through a custom software package, creating files con-
taining just the quantities necessary for this analysis. Events from runs in which

Calorimeter problems existed (such as intermittent noise, coherent noise, or too many
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hot cells) are excluded. Approximately 15% of events in the selected data sample are
from these bad runs. Only events which pass one of the two multi—jet triggers de-
scribed are included in the analysis.

Since selection cuts on the jets’ Ep are applied to the data before jet energy
scale corrections, the same cuts must be simulated for the Monte Carlo events. The
uncorrected jet Er that would be measured in data must be accurately reproduced,
for each simulated jet. One method is to first correct the MC jets with the MC jet
energy scale factor, and then the inverse of the data jet energy scale factor, returning
the simulated uncorrected jet Fp. Equivalently however, the selection cuts applied
to the Monte Carlo jets can be adjusted, as opposed to recalculating the simulated
uncorrected jet Ep for each Monte Carlo jet. The selection cut must be divided
by the ratio of the MC JES factor to the data JES factor. For a jet Ep cut of 15
GeV, the MC JES factor is 1.3, and the data JES scale factor is 1.4. Their ratio is
1.3/1.4 = 0.93. The 15 GeV jet Er cut is then divided by this ratio, resulting in a
cut of 16.1 GeV. The jet energy scale corrections are nearly identical for the 20 GeV
cut on the leading Er jet, resulting in a modified cut of 21.5 GeV. The systematic
uncertainty introduced by this procedure, estimated by using the +10 values of the
jet energy scale corrections for both MC and data, is small (<2%). It is included in

the acceptance uncertainty calculated for the jet energy scale in Chapter 7.

6.2.1 Data Quality Checks

The data is carefully examined for any excessively hot (noisy) calorimeter towers or
trigger re